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HIERARCHICAL A POSTERIORI RESIDUAL BASED ERROR
ESTIMATORS FOR BILINEAR FINITE ELEMENTS

MALTE BRAACK AND NICO TASCHENBERGER

Abstract. We present techniques of a posteriori error estimation for @; finite element discretiza-
tions based on residual evaluations with respect to test functions of higher-order. This technique is
designed for quadrilateral (or hexahedral) triangulations and gives local error indicators in terms
of nodal contributions. We show reliability and efficiency of the estimator. Moreover, we present
a simplification which is attractive from computational point of view as well.
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1. Introduction

The use of locally refined meshes for the numerical solution of partial differential
equations may lead to efficient numerical methods. In adaptive algorithms, an
important issue is the a posteriori error estimation and the extraction of local error
indicators in order to decide which cells have to be refined.

The technique of a posteriori error estimation for finite element discretizations
goes back to Babuska and Rheinboldt [3]. Since then, several alternative approaches
have been proposed and analyzed, e.g., residual based indicators [1], and hierar-
chical estimators [4, 12]. Moreover, we like to refer the reader to the books of
Ainsworth and Oden [2] and of Babuska and Strouboulis [10] for an overview of
different techniques. An important step for a posteriori error estimation is the
work of Verfiirth [11] because it was not only shown that the proposed estimator is
reliable but also efficient, i.e. the estimator can be bounded by the discretitzation
error multiplied by a mesh size independent constant.

In this work, we propose a posteriori error estimators for bilinear finite elements
which are based on the evaluation of residuals with respect to test functions of
higher-order (bi-quadratic). In relation to the standard estimators of [11], we show
that these estimators are locally equivalent. From the practical point of view, the
estimator has the advantage that the computation of jump terms are not necessary.
This is in particular advantageous on quadrilateral meshes with hanging nodes.

A second version of the estimator is even more attractive because it is cheaper
in terms of numerical costs. We show the relation of this technique to established
numerical techniques of dual weighted residuals (DWR)). Some numerical examples
illustrate the practical behaviour and show the reliability and efficiency.

The paper is structured as follows. In section 2, we formulate the Poisson prob-
lem and its discretization by finite elements. We recall the a posteriori error esti-
mator proposed in [11]. In section 3, the hierarchical estimator is introduced and
the relation to the estimator of the previous section is discussed. Moreover, we ad-
dress shortly the relation to the implicit estimator of [3]. The modified and cheaper
version is described in section 4. The basic idea is to use a coarser mesh for the
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evaluation of the residuals. The last section is devoted to some numerical examples
in2D and 3D.

2. The model problem and its discretization

2.1. Variational formulation of the Poisson problem. We consider the Pois-
son problem with homogeneous Dirichlet boundary conditions in a two-dimensional
polygonal domain Q C R?:

(1) —Au = finQ and u = 0on df.

All results carry over to mixed Dirichlet-Neumann conditions with the usual mod-
ifications.

In order to formulate the variational formulation we use the standard notations:
for any open subset w C 2 let L?(w) be the Lebesgue space of square-integrable
functions over w, and H*(w) the Sobolev space with weak derivatives up to order
k € N. The corresponding norms are denoted by |- |, and | - ||x.w, respectively. The
L?-scalar product and norm is denoted by (,),, and | - |, respectively. In the case
w = Q, we simply use || - |, | - [ and (-,-). Furthermore, the Hilbert space of H!
functions with vanishing traces on the boundary is denoted by V := H}(Q) = {¢ €
HY(Q): ¢ =0 a.e. on 90}.

In the variational formulation, we seek for given right hand side f € L?(Q) the
function w € V' such that

(Vu,Vo) = (f,¢) VoeV.

Due to the Theorem of Riesz, there is always a unique solution.

2.2. Discretization with finite elements. Let {7, },~0 be a shape regular fam-
ily of triangulations of Q) consisting of triangles or quadrilaterals (but not both at
the same time). For given h and T € Ty, hy and pr denote the diameter and the
inner radius of T, respectively. The set of internal edges of T, will be denoted by
Ep, i.e. for each edge e € &, the intersection e N I does contain at most two
boundary points. The shape regularity implies that the diameters hp, hp of two
neighbouring cells T,7" € 75 and the length h. of a neighbouring edge ¢ scale
similar up to a h-independent constant:

0 < max{hr,hp,h.} < cmin{hr, hr/ he}.

For triangular meshes, we use the space of polynomials up to degree r, denoted
by P.. For quadrilateral meshes, the space of polynomials up to total degree r,
denoted by Q,, is used. The finite element space is
for tri’s: Vh(r) = {oeV:¢lr €P. VT C Tr},
for quad’s: Vh(r) = {peV:¢glre Q. VI CTy}.

The space of (bi-)linear elements is simply denoted by Vj, := Vh(l). The space of

piece-wise constant function is denoted by Vh(o).
With these notations, the corresponding finite element formulation reads

(2) up € Vi : (Vuh, Vd)) = (f, gb) qu ev,.
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2.3. Standard a posteriori energy error estimate. For the formulation of the
standard a posteriori energy error estimate of [11] we use the notation 7, : L?(2) —
Vh(o) for the L2-projection, and [v]. for the jump of a cell-wise polynomial v across
an edge e of Tp,. For edges e on the (Dirichlet) boundary, we make the convention
[v]e :== 0. The cell-wise error contribution for T' € T}, consists of a cell residual and
a jump term,

1/2
Or = (hg|mnf + Aup|F + byl [Opun)l3r) .

The energy error estimator reads (c.f. [11])

1/2
(3) 0 = <Z 0%) .
TeETh

We use the notation wr for a patch of cells T” € T;, having at least one edge in
common with 7.

Theorem 1 (VERFURTH, 1994). There are constants c1,ce depending only on the
polynomial degree v and the shape regularity of the family {Th}r>o such that

IVu—uw)l* < a <92 + > hrlf —mfll%) ;

T€7-h
and for all T € Tp:

07 < e (IVu—wn)l, +hzlf —mflZ,) -

If the discrete solution uy, is known, the local error indicators 07 can be computed
and used for local mesh refinement. According to Carstensen and Verfuerth [7], the
two contributions of 7 (the cell residual and the jump of the derivatives) are not
equilibrated. For instance, for low-order finite elements (linear or bilinear), the
jump term dominates the cell residual term. Further papers discussing this topic
are given by Yu [13, 14] and in [12].

3. An error estimator based on higher-order residuals

We present an alternative approach for designing local error indicators for quadri-
lateral meshes. These error indicators are related to the degrees of freedom and not
to the cells. We restrict here to 7 = 1 on quadrilateral meshes, so that the degrees
of freedom are directly related to the inner nodes of the mesh. The construction
takes advantage of the hierarchical basis of Vh(TH) and is related to the approach on
triangular meshes in [12]. We refer to Bank [4] for further benefits of hierarchical
bases for finite elements.

3.1. Construction. By N}, we denote all inner nodes of Ty, i.e., those nodes which
are not located on the (Dirichlet) boundary 9Q. It holds ny = |N,| = dim V},.
B,(Ll) = {¢1,...,%n, } denotes the Lagrangian nodal basis of V},. Each ; is a
standard ’hat-function’ corresponding to a node N; € Np,.

In order to build a basis B,(f) of Vh(z), the bi-quadratic finite elements, we consider
the mesh 7Tj, /o which arises by one global refinement of 7. We divide the nodes of
N}z in three types,

Nz = NuUNELUNG,,

where N, 52 consists of nodes located on inner edges of 7, and N, hC;Q consists of

nodes located on cell centers of 74. Hence, |N7,| = |€p] and |/\/'hc;2| = |Tn|. We fix



HIERARCHICAL ERROR ESTIMATORS FOR BILINEAR FINITE ELEMENTS 469

FIGURE 1. Cell-bubble function ¢ (left bulb) and edge-bubble
function v, (right bulb).

a numbering of the nodes of NV}, /2. Now, the hierarchical basis B;LQ) consists of the
hat-functions ¢ € B,(ll), edge bubbles 1., and cell bubbles ¥,

B? = BMU{eiecE}U{vr:TeTh}.
In Figure 1, a cell-bubble and an edge-bubble function is illustrated. This leads to
a canonical bijective mapping between the indices and this quadratic basis,
V{1, et o B ke P
which corresponds to the numbering of the nodes of N}, s2- This means, if k € N, hc/2’

then 1/)1(3) is the cell bubble function centered at Ny; if k € N, }52, then 1/),22) is the edge
bubble function centered at the node Ny. For each of these indices 1 < i < ny, 9,
we define the residual corresponding to this quadratic basis,

(4) U = (mf, ) = (Vun, V).
The absolute values of these residuals will be our local error indicators
(5) ni = |V,

and their sum will be the a posteriori error estimator

nh’/Q 1/2
© - (zns) |
1=1

Hence, instead of evaluating jump terms, the estimator just consists in computing
residuals to higher-order test functions.

3.2. Locally equivalence of the error estimators. We will show that the cell
error indicators (3) and the nodal based ones (5) are “locally equivalent” in the
sense of Dorfler [8]. For this we need some preparatory results.

Lemma 2. Let {T,} be a quasi-uniform family of triangulations consisting of par-
allelogram meshes. For Nj € ./\/hc/2 let T € Ty be the corresponding cell (i.e.

N, € T\ OT). There are constants c1,c2 > 0 so that
ci|We| < hr|mnf + Auplr < ca| Wil
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FIGURE 2. Nodes for the quadratic bubble functions in the proof
of the Lemmata.

Proof. The L?-projected right hand side 7, f is constant on 7. We use the ab-
breviation fr for the L?-projected right hand side, fr = m,f|r. Since T is a
parallelogram, Auy, is constant on T' (for rectangulars it even vanishes). Therefore,
we may set gr := (mpf + Aup)|r. On the one hand, we obtain for the residual

Wl =l + Aun v = (orl o) = lorl [ o7 da
T

gz 1T /ﬁ@) 0.
T

On the other hand it holds

helmnf + Auple = |gr|he|TV?
Due to
e thy < |TM? /AQZ@) dz < ethr,
T
with appropriate constants cj, ce > 0, we obtain the assertion. (]

Lemma 3. Let {T,} be a quasi-uniform family of triangulations consisting of par-
allelogram meshes. For N; € N,{% on an edge e € E, let N;, Ny, € ./\/hc/2 be the

nodes of the adjacent cell bubble functions (see Figure 2). There is a constant ¢ > 0
so that

he2[Onun]le < (W3] + W]+ [W]) .

Proof. Since the Lo-norm and a weighted Li-norm are equivalent in a finite dimen-
sional space, it holds on a reference edge e for arbitrary linear functions v:

ol < c / o1,
e

where 1Z is the reference bubble function on €. By a scaling argument we get on

the edge e with the edge bubble function 1/1§2>

B2l = helfle < che / Bl = c / ol
and in particular

himll [Onun]le < c

[t
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We denote the two cells supporting 1/)1(2) and z/},(f) by T;, Ty € T, respectively. Due
to supp(1p§2)) =T, U Ty, we get by Green’s formula

W2 Onunlle < el(Vun, V)| = el (mn f + Aup, ') — 05|
< cllmnf + Aunlzon 0] +19,)
< c(|mnf + Aun|rur, [Ti U T2+ 85]) .

Noting that |T; UTy| < h? 4+ h? < ch? and applying Lemma 2, we get the assertion.
([l

Lemma 4. Let {T,} be a quasi-uniform family of triangulations consisting of par-
allelogram meshes. Let N; € /\/’,52 be the node on the edge e € E,. The two adjacent
cells of e are denoted by T;, Ty, € T,. Then it holds with a constant ¢ > 0:

¥l < ¢ (hTi Tt + e ?[[Onun] He) .

mnf + Auy,

Proof.
95

(mnfo0$?) — (Vun, V')

‘(th + Auhwj(-z))ﬂu:rk + ([3nuh],¢§2))e

Imnf + Aunlz,or 1052 ] + 1Bnunlle | e
c((hry + ha)|mnf + Aup|rom, + hi?|[0nun]]e) -

IN

IN

The mesh sizes hr, and hr, are of similar size, so that hr, + hr, < chr,. [l

For each cell T € Ty, we define the set I(T) C {1,...,n4/2} containing the
indices of the corresponding “cell bubble” function and “edge bubble” functions;
[I(T)| < 5. In the opposite way, for each node N; € N}, 5, we define T'(i) C T,
so that T € T'(i) implies N; € T. We are now in the situation to show the local
equivalence between 6 and 7.

Proposition 5. Let {Tp}nhso be a shape-regular family of parallelogram meshes.
Then the cell based indicators (3) and the nodal based indicators (5) are locally
equivalent, i.e.,

(7) O<m<ec ) 6r and 0<6r<c ) u,

with a constant ¢ > 0 independent of h.

Proof. The estimates follow immediately from the previous three lemmata. O

As a consequence, we get a similar result as in Theorem 1 for 7 :

Proposition 6. Let {Tp}nso be a shape-reqular family of parallelogram meshes.
Then it holds for the estimator given by (5) and (6)

(8) [Vu—u)l* < a (772+ > h%llf—ﬂhflzT> ;

TETh

and for alli € {1,... ,npy/2}:
9) ni < ca| V(u—up)|ra)-
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Proof. The reliability bound (8) is a direct consequence of the previous proposition
and Theorem 1. The efficiency bound (9) can not be derived by the previous
Propositions due to the appearance of fluctuations in the right hand side, | f —7p, f|r
in Theorem 1. Therefore, we use the criterion in [12] (Prop. 1.14 and 1.15) which
is originally formulated for triangular meshes and P;-elements but can easy be
generalized to (Q1-elements on quadrilateral meshes. To this end, we observe that
for each edge bubble function v, € B,(IQ) and all cell bubble basis functions ¥ € B,(f)
it holds

O S wwa S 1.

Furthermore, let e € &, be an inner edge and T;, Ty € T; the adjacent cells. Then
it is easy to verify by a simple scaling argument the following estimates for the

corresponding edge bubble function v, € B}(Lz):

ahe < [vds,
e
h€”v'¢)6"TiUTk < C4||'¢)e||TiUTk-'

with ¢3 > 0. Similarly, it holds for each cell bubble basis functions ¥ € 5’22):

/wdea
T

ho|Virle < caldr|r.
Now, the bound (9) follows by applying Prop. 1.14 and 1.15 of [12]. O

IN

C3 h%

Remark 7. The extension of this approach to three dimensions, d = 3, is possible.
The analogous estimates of Lemma 2 and 3 become

Clh;l/2|\l/k| < hT||7rhf+AuhHT < Cgh;1/2|\llk|,

W2 Onunlle < ey (W3] + [95] + [Wx]).
The local error indicators of the estimator n reads in three dimensions:
—-1/2
n = by VP

where h; it the mazimal diameter of all cells containing node N;. Only basis function
corresponding to cells and faces are needed. The basis functions corresponding to
edges are not needed.

3.3. Relation to an implicit error estimator. The proposed estimator (6)
has a certain relationship to the estimator proposed in [3], where the residuals ¥;
enter as right-hand sides for local Poisson problems. For each node N; € N, the

corresponding patch w; := UTGT( ) T is considered, see Figure 3 for illustration.
The solutions of the local problem in W; := Vh(Q) N H(w;),
(10) Wy € Wj : (ija Vw)wj = (thvw)wj - (vuha Vw)wj V%ZJ € Wj )
enter into the estimator of Babuska and Rheinboldt
1/2
np
NBR = Z |V, |?
j=1

In order to see the relation to (6) we consider the following set of indices,

I = {1<i<mnu: supp(t?) Cuw}.
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FIGURE 3. This patch w; includes 11 indices located in five cells
of Tj, around node NN;.

The local problem (10) can now be formulated as
w; €Wy i (Vw;, V), = W, Viel;.

Let oyj, i € I, be the coefficients for the representation of w; in the hierarchical

quadratic basis,
2
w; = Z Oéij%( ) .
i€l

Here, we used the fact w; € span(z/)gz) € B,(LQ) : 1 € I;). With these notations, we
may express 7pr by a sum over the nodes of Nj,/s:

nhp MNh
2
Mhr = DY eV, Vi) =30 ay ¥
j=1i€l; j=14€l;
Using the index set I; := {j € {1,...,nz}|i € I;} and the notation

;= E Qij

jel,

Nh/2 1/2
NBR = (Z%“L‘) .
=1

Hence, npr can be expressed as weighted sum of residuals ¥; with coefficient @;
determined by solving the auxiliary problems (10). In the particular case @; ~ U;
for all ¢, the proposed estimator (6) is an approximation of the implicit estimator,
ner ~ 1. Therefore, (6) can be interpreted as an explicit variant of ngr without
solving local problems.

we arrive at

4. A cheaper variant on a coarser mesh

Although the proposed estimator (6) does not need the solution of local prob-
lems, the evaluation of residual terms for the higher-order test functions is more
expensive than the residual of the lower-order test functions. For reducing the costs
further, one may change the estimator by taking the higher-order residuals on a
coarser mesh. For this we assume that the triangulation 7}, is organized in a patch-
wise manner, i.e., T, results from a coarser locally refined mesh 75, by one global
refinement. An estimator can now be formulated as before, but with the difference
that the quadratic test functions %(2) are chosen out of the space VQ(}?. Therefore,
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only the nodes of A}, and hence much less quadratic test functions, are considered.
We define

(11) v (mnf, 08?) = (Vun, Vo), ) e B,
(12) W= |V

nn 1/2
(13) W= (Z m’-2> :
=1

Note, that ¥, = 0 if N; € Nap, because then 1/12(2) € V}, due to the hierarchical
construction of the basis. The local indicators 7, can be bounded from above by 7;:

Proposition 8. There exists a constant ¢ > 0 with
1/2
n < can < e | IV(u—un)|Fa + Z h2|f —mnfl7

JEL TeT (i)

Proof. Since VZ(,f) - Vh(2)7 the quadratic test function wgz) € BSL) can be expressed

by a linear combination of test functions in B,(f) with support in T'(¢): In particular,
there is a finite number of h-independent coefficients {3;; : j € I,;} such that

mo= W= DB < D 1Bl
Jjel; jel;
The second upper bound follows immediately from Proposition 6 and the fact that
for j € I, T(j) C T(4). O

4.1. Relation to estimators of functional output. In order to measure the
error of functional output, the dual-weighted residual (DWR) method of Becker &
Rannacher [5] is widely established. To this end, we consider a (possibly nonlinear)
variational equation of the form

ueV: olu,d) = 0 VoeV,

with a semi-linear form ¢ : V' x V' — R which is linear in the second argument and
Frechét differentible in the first argument. A possible error representation with
respect to a functional j: V — R is

ju) = j(un) = olun,z —inz) + R,

with a remainder R which is (formally) of second order in the error. Here, z € V
is the solution of the corresponding adjoint problem

zeV: dup)(e,z) = j(u)(¢p) VoeV.

We approximate the interpolation error by a higher-order interpolation of the nu-
merical approximation z,

z—1 ~ Py —
hZ R gy Zp = Zh,

where zgl) is the quadratic interpolation on the mesh 7z, i.e. zgi) V- V;,f). We
obtain with the nodal values Z; := 2, (V;),
Mh
i en —2n = Z(%@) —¥i)Z;.

i=1



HIERARCHICAL ERROR ESTIMATORS FOR BILINEAR FINITE ELEMENTS 475

Now, we express the estimator e.g. used in [6],

o = o(up, zgl)zh — zp)
in terms of the nodal fluctuations
Z7 = zn(Ni) — (iy,2n) (Ny)

and the residuals ¥’ as follows:
S Q(uh,iéffzh —don2n) + o(un, i2nzn — 2n)

_ -(2) .
= o(un,is), 2n — i2n2n)
np

= Y o(un, 0P — )27
i=1
np

= > olun, v 2]

=1
np
_ I
= Y wizr.
=1

By Holders inequality we obtain the upper bound including the estimator 7'

- - 12 /o, 1/2 - 1/2

o< S < (Sw) (Sar) - (L)
i= i=1 i=1 i=1

In order to illustrate the relation to the proposed error indicators (13), we consider

the Poisson problem (1) and the energy error. In this case the (nonlinear) functional
becomes

jw) = [Vul?,
so that by Galerkin orthogonality
juw) = j(un) = |Vul® = [Vup|* = [V(u—up)[.

By help of an inverse estimate, the fluctuation coefficients Z can be approximated
by the local Ls-error on the patch w; around the node N;. We denote the local
mesh size close to node N; by h;,

ZF| < ehy Pl — il

%

Wy

For quasi uniform meshes with the maximal mesh size h, the sum can be approxi-
mated by the interpolation error by

s 1/2 - 1/2
(Sar) < oS-t
i=1 i=1
< ch Yz —inz| < ¢|Vz| € .

Because in the case of the energy error, the dual solution is equal to the error
o U — Up,
IV(w—un)|”
we have the a priori estimate |Vz| < 1 and recover an upper bound of o by the
estimator (12):

z

" 1/2
c < ¢ (Z ‘Pf) = ¢ .
i=1
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Hence, a possible reliablity of o carries over to the reliablity of n’. In this case, n’
becomes reliable and efficient.

5. Numerical tests

In this section, we perform numerical comparison between the following estima-
tors:

e SEE: the Standard Error Estimator 6 given by (3),
e HEE: the Higher order residual Error Estimator 7 given by (6), and
e CEE: the Coarse mesh higher order residual Error Estimator ' given by
(13)
An important and established quality measure is the efficiency index

- n
Lo ) = o —aml

We will use equidistant tensor meshes and local refined meshes. The algorithm to
obtain latter onces is given in the next subsection.

5.1. Adaptive strategy. In order to compare the performance of the estima-
tors under local mesh refinement we use the mesh adaption strategy described by
Richter [9]. As usual for mesh adaptation, the cell-wise error indicators are assumed
to be ordered

K, > NK; 41 -

The adaptation strategy determines an integer m which is the maximal cell index
to be refined, i.e. Ki,...,K,, will be marked to be refined. The value of m is
determined by considering the lowest value of the product of the expected error on
the refined mesh and the corresponding numerical costs with a certain power. We
refer to [9] for more details. The local refinement is done by the use of hanging
nodes.

5.2. Two-dimensional L-shaped domain. We consider the L-shaped domain
reported by Carstensen and Verfithrt [7], Q@ = [-1,1] x [0,1]U[-1,0] x [-1,0]. The
right-hand side is equal to one, f = 1, and the boundary conditions are homoge-

neous Dirichlet conditions. Due to Galerkin orthogonality it holds

(14) IVu—un)l = VIVul? = [Vun]?.

The value |[Vu|? is approximated numerically by a Q2 solution on a very fine
mesh with approximately three millions of cells, |Vu| ~ e := 0.4626813. It holds
[|[Vul? — e?| <1075,

FIGURE 4. Local error indicators for SEE (left), HEE (middle)
and CEE (right) for the L-shaped domain.
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TABLE 1. Exact error and estimated errors on globally refined 2D
meshes (L-shaped domain).

SEE HEE CEE
#nodes | [V(u—up)| 4 Leys U Legp | m'" leyy
21| 2.35e-01 | 1.26e+00 b5.35 | 4.58¢-01 1.95 | 2.06e-01 0.87
65| 1.23e-01 | 6.72e-01 5.48 | 2.48¢-01 2.02 | 1.19¢-01 0.97
225 | 6.51e-02 | 3.51e-01 5.39 | 1.34e-01 2.06 | 6.51e-02 1.00
833 | 3.53¢-02 | 1.81e-01 5.13 | 7.24e-02 2.05 | 3.52¢-02 1.00
3201 | 1.97e-02 | 9.35e-02 4.76 | 3.96e-02 2.02 | 1.90e-02 0.97
12,545 | 1.12e-02 | 4.85e-02 4.33 | 2.21e-02 1.97 | 1.03e-02 0.92
49,665 | 6.52e-03 | 2.55¢-02 3.92 | 1.26e-02 1.93 | 5.71e-03 0.88

197,633 3.82e-03 1.37e-02  3.58 | 7.35e-03 1.93 | 3.23e-03 0.85

TABLE 2. Efficiency indices for local mesh refinement of L-shaped
domain (2D).

SEE HEE CEE
#nodes I.pfp(0) | #nodes I.sp(n) | #nodes Iopp(n')
225 5.39 225 2.06 225 0.94
833 5.13 38, 210 833 0.94
3,201 4.76 1,169  2.13 3,201 0.91
3,537  5.61 3,737 213 3,861  1.00

13,513 5.36 4,073 221 | 13,377  0.98
13,985  6.03 | 14,493 220 | 14,925  1.06
53,057 6.00 | 14,953 226 | 53,285  1.06
53,801 6.50 | 55521 231 | 57,329  1.13
54,497 6.71 | 56,181 2.36 | 210,397  1.23

212,477 771 | 216,693  2.67 | 224,957  1.32

Table 1 shows the results on globally refined meshes. The three variants provide
reliable results. The efficiency of the standard error estimator is between 5.35 and
3.58 and is getting better on finer meshes. This results match the results in [7]. For
HEE the efficiency is close to 2 for all meshes, CEE provides the best estimation
and its efficiency index is always between 0.85 and 1.00. On finer meshes, the error
is slightly underestimated.

The distributions of the error indicators are shown in Figure 4. The indicators
of SEE and HEE are nearly the same. CEE exhibits the mentioned zero values at
the coarse grid nodes Nay.

Several obtained locally refined meshes and zooms into the vicinity of the sin-
gularity are given in Figure 5. For all three indicators, the resulting meshes look
pretty similar and show the typical ’cloverleaf’ appearance.

The obtained efficiency indices are listed in Table 2. Also on locally refined
meshes, all of them seem to be robust under mesh refinement. However, the cheap
variant CEE delivers the best results again in the sense that they are closest to one.

We compare in Figure 6 the relation between n; (number of degrees of freedom)
and |V (u—up)| on globally refined meshes and on locally refined meshes obtained by
these different estimators. In this context, the adaptive strategy outperforms local
refinement independently of the type of estimator. But even though the estimated
quantities differ, the resulting local refined meshes lead to the same convergence
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FIGURE 5. Local refined meshes for the L-shaped domain (2D).
The upper row show the entire mesh for SEE (left), HEE (mid-
dle) and CEE (right). The lower row shows corresponding zooms
around the singularity. All estimators give qualitatively very sim-
ilar meshes.

Comparison of Estimators

0.1

J(u-u_h)

0.01

10 100 1000 10000 100000 1e+06
#nodes

FIGURE 6. Comparison of performance of the different estimators
on L-shaped domain (2D).

rates for all three error estimators. Note, that the curve of the standard estimator
SEE is covered by the other curves.

5.3. Three-dimensional L-shaped domain. As a three-dimensional model prob-
lem we take Q = (—1,1)3\ {(0,1)? x (—1,0)}, right hand side f = 1 and homoge-
neous Dirichlet data. As before, the value |Vu|? is approximated numerically using
@2 finite elements on a mesh with approximately 15 million cells. It is given by
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FI1GURE 7. Cutouts of locally refined 3D meshes around the inner
corner after four adaptive steps obtained with the estimator SEE
(left), HEE (middle) and CEE (right).

TABLE 3. Obtained values in 3D with estimators SEE, HEE and
CEE on globally refined meshes.

SEE HEE CEE

/

#nodes | [V(u—up)| o Tess n Less 7 legs
117 | 323e-01 | 1.83e+00 5.66 | 4.61e-01 1.43 | 2.29e-01 0.71
665 | 1.71e-01 | 1.00e4+00 5.85 | 2.44¢-01 1.43 | 1.14¢-01 0.66
4401 | 9.17e-02 | 5.30e-01 5.78 | 1.31e-01 1.43 | 6.00e-02 0.65
31841 | 5.00e-02 | 2.76e-01 5.52 | 7.11e-02 1.42 | 3.23e-02 0.65

241857 | 2.76e-02 | 1.43e-01 5.17 | 3.89e-02 1.41 | 1.75¢-02 0.63

[Vu|? = 0.397882. As before, we compare the three types of estimators SEE, HEE
and CEE. Locally refined mesh are shown in Figure 7. SEE leads to a stronger
refinement at the inner corner, whereas HEE and CEE lead to finer cells close to
the adjacent edges too.

In Table 3 we list the obtained values for this 3D example on equidistant tensor
meshes. The efficiency indices stabilize for the three methods but at different
values. The standard error estimator SEE settle at a value of approximately 5, the
higher-order estimator HEE level out at 1.4 and the cheaper version CEE at about
0.63. On locally refined meshes (Table 4) all considered types of estimators show
a slight increase of the efficiency index. We observed this phenomena also in the
previous 2D example. This is probably due to the presence of hanging nodes on
the hexahedral meshes. However, the increase is very moderate. The effectivity
index of SEE is once again the worsest one (I.;s is approaching nearly 8). HEE
overestimates the error by a factor of 2 on very fine meshes, and CEE ends by a
factor of 0.95 on the finest mesh with about 2.4 million mesh points.

Finally, we show in Figure 8 the development of the error in dependence of the
number of mesh points for global and local refinement. Although the obtained
meshes are different in dependence of the used estimation technique (Figure 7), the
performance is very similar and very good in comparison to global refinement.
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