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SEMI-ANALYTICAL NUMERICAL METHODS FOR

CONVECTION-DOMINATED PROBLEMS WITH TURNING POINTS

CHANG-YEOL JUNG AND THIEN BINH NGUYEN

(Communicated by Roger Temam)

Abstract. In this article we aim to study finite volume approximations which approximate the
solutions of convection-dominated problems possessing the so-called interior transition layers. The
stiffness of such problems is due to a small parameter multiplied to the highest order derivative
which introduces various transition layers at the boundaries and at the interior points where certain
compatibility conditions do not meet. Here, we are interested in resolving interior transition layers
at turning points. The proposed semi-analytic method features interior layer correctors which are
obtained from singular perturbation analysis near the turning points. We demonstrate this method
is efficient, stable and it shows 2nd-order convergence in the approximations.
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1. Introduction

In this article, we consider a singularly perturbed problem presenting a turning
point, that is

{

Lǫu := −ǫuxx − bux = f in Ω = (−1, 1),
u(−1) = u(1) = 0,

(1.1)

where 0 < ǫ << 1, b = b(x), f = f(x) are smooth on [−1, 1], and for δ > 0, b < 0,
for −δ < x < 0, b(0) = 0, b > 0 for 0 < x < δ, and bx(0) > 0.

In our previous work [16], a new numerical approximation to solve a boundary
layer problem, i.e., Eq. (1.1) with the sign of b(x) unchanged, is developed and
implemented based on enriched subspace techniques. In this paper, we continue
to investigate a more challenging problem possessing an interior transition layer,
which is displayed near x = 0 where the convective coefficient b(x) changes sign.
The point x = 0 is called a turning point. The asymptotic analysis for problem
(1.1) is fully detailed in [14] depending on the compatibility between b and f .

Transition layers are very thin regions, i.e., their thickness is in the order of the
small parameter ǫ, where values of the derivative (or gradient in higher dimensional
problems) are much larger than those in outer regions of the solution. They appear
in the solution when there is a small parameter multiplying the highest derivative
and the coefficient of the convective term changes its sign at points called turning
points. Transition layers match the discrepancies between outer solutions which
occur at turning points. Thus, in the limit case, i.e. when ǫ = 0, singularity
happens in the solution around these turning points. This type of singularity is
called asymptotic singularity (see e.g. [10], [12] and [26]). Transition layers interpret
significant physical phenomena, for instance, turbulent boundary layers occurring

Received by the editors January 18, 2011 and, in revised form, January 19, 2012.
2000 Mathematics Subject Classification. 34E15, 80M35, 76R50, 35B40, 80M12.
This work was supported by Basic Science Research Program through the National Re-

search Foundation of Korea (NRF) funded by the Ministry of Education, Science and Technology
(2012001167).

314



NUMERICAL METHODS WITH TURNING POINTS 315

at the points where the turbulent boundary layer separates since the tangential
velocity vanishes and changes sign at such points (see [3]) in fluid dynamics; or the
propagation of light in a nonhomogeneous medium as an application of Maxwell’s
equations in Electromagnetism (see [1]).

It is well-known that constructing numerical methods for a problem of the type
(1.1) is difficult and computationally expensive. It is because very fine meshes
are required for the transition layer so that sharp changes in the layer can be
accurately captured as well as oscillations due to asymptotic singularity must be
prevented from occurring. There are many works devoted to studying the problem,
both analytically (see e.g., [8], [9], [14], [17], [23]) and numerically (see e.g., [13],
[16], [4], [5], [18]).

Our aim in this article is to construct an accurate and efficient numerical ap-
proximation for the solution of Eq. (1.1) based on the technique developed in [16]
and the novel asymptotic analysis as in [14]. The advantage of our scheme is that
the solution of the transition layer is resolved analytically, thus the mesh size does
not rely on the thickness of the layer, leading to a much reduction in computa-
tional cost but still preserving the properties of a good approximation mentioned
above. The extension to more complex problems, e.g., multiple transition layers,
transition layers incorporating boundary layers, or the coefficient b(x) having zeros
with multiplicity, etc. is discussed in the Conclusion and will appear in subsequent
papers.

The article is organized as follows. In section 2.1, we introduce a conventional
finite volume scheme for problem (1.1) (see e.g., [25]). We then employ singular
perturbation analysis (see e.g., [9], [14], [19], [20], [22]) in order to derive the exact
solution for the transition layer of problem (1.1) in section 2.2. Based on this, a
new Finite Volume discretization is introduced in section 2.3. Numerical results
illustrating for the methods are presented in section 3. Finally, we close the article
with the Conclusion section.

2. Discretizations

To approximate the solution of Eq. (1.1), we employ Finite Volume discretiza-
tions. We first introduce a classical finite volume method and then, via singular
perturbation analysis, we derive some transition layer correctors which capture the
transition layer and spikes caused by the noncompatibility in the data of Eq. (1.1)
(see section 2.3.2 below). These correctors are incorporated in the classical scheme
to produce a stable, accurate and efficient scheme.

2.1. Classical Finite Volume Method (cFVM). In this section, we apply
finite volume discretizations in approximating the solution of Eq. (1.1). Firstly,
we define the mesh parameters for our scheme. We rather use a uniform mesh for
our computation. Let xj , uj be nodal points and values, respectively. The xj are
located at x = −1 + (j − 1/2)h, h = 2/N, j = 0, 1, 2, . . . , N,N + 1 where h is
the mesh size and N is the number of control volumes. The points x0, xN+1 are
called ghost points or fictitious points which do not belong to the computational
domain Ω and their nodal values u0, uN+1 are determined via boundary conditions
and appropriate interpolations at the boundaries (see (2.6) and (2.7) below). Then
the control volumes at xj have faces at xj− 1

2
= xj − h/2, xj+ 1

2
= xj + h/2, j =

1, 2, . . . , N . Note that the boundary points are x 1
2
= −1, xN+ 1

2
= 1.
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For finite volume methods, we use step functions for discretization purposes.
Hence, the solution u and its derivative ux are interpolated as follows:

u ≈ uh =

N
∑

j=1

ujχ(x
j− 1

2

, x
j+1

2

)(x),

ux ≈ ∇huh =
N
∑

j=0

uj+1 − uj

h
χ(xj , xj+1)(x),

(2.1)

where uj = u(xj) and χ(a,b)(x) is the characteristic function of the interval (a, b).
In [16], it is proved that

{

|u− uh|L2(x 1
2

, x
N+1

2

) ≤ κh|u|H1(x 1
2

, x
N+1

2

),

|ux −∇huh|L2(x0, xN+1) ≤ κh|u|H2(x0, xN+1).
(2.2)

Hence, we are motivated to discretize Eq. (1.1) via (2.1) with the unknown nodal
values uj. The function uh thus belongs to the finite dimensional space Vh, which
is a classical finite volume space, where

Vh =
N
⊕
j=1

Rφj(.),(2.3)

with

φj = φj(x) = χ(x
j− 1

2

, x
j+ 1

2

)(x), j = 1, . . . , N .(2.4)

When we integrate the first derivative over a control volume, i.e.,
∫ x

j+1
2

x
j− 1

2

ux dx = u(xj+ 1
2
)− u(xj− 1

2
),(2.5)

we need to interpolate these values using the nodal values uj , j = 1, . . . , N since uh

is not defined at the volume faces xj− 1
2
, xj+ 1

2
. Here, we adopt a central difference

scheme at faces, including the boundaries:

u(−1) = u(x 1
2
) ≈ uh(x 1

2
) =

u0 + u1

2
= 0,(2.6)

u(1) = u(xN+ 1
2
) ≈ uh(xN+ 1

2
) =

uN + uN+1

2
= 0,(2.7)

u(xj+ 1
2
) ≈ uh(xj+ 1

2
) =

uj + uj+1

2
, j = 1, . . . , N − 1.(2.8)

Hence, from (2.1), ∇huh is,

∇huh =
2u1

h
χ[x 1

2

, x1)(x) +
−2uN

h
χ(xN , x

N+1
2

](x)

+

N−1
∑

j=1

uj+1 − uj

h
χ(xj, xj+1)(x).

(2.9)

Eq. (1.1) is discretized by multiplying by the step functions χ(x
j− 1

2

, x
j+1

2

)(x)

and integrating over Ω, we obtain that

−ǫux

∣

∣

∣

∣

x
j+1

2

x
j− 1

2

−
∫ x

j+ 1
2

x
j− 1

2

b(x)uxdx =

∫ x
j+1

2

x
j− 1

2

f(x)dx, j = 1, . . . , N,(2.10)
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which is equivalent to

(−ǫux − b(x)u)

∣

∣

∣

∣

x
j+1

2

x
j− 1

2

+

∫ x
j+1

2

x
j− 1

2

bx(x)u dx =

∫ x
j+1

2

x
j− 1

2

f(x)dx, j = 1, . . . , N.(2.11)

Substituting the approximations (2.1) into Eq. (2.11), we obtain that

(−ǫ∇huh − b(x)uh + b(x)uj)

∣

∣

∣

∣

x
j+ 1

2

x
j− 1

2

=

∫ x
j+1

2

x
j− 1

2

f(x)dx, j = 1, . . . , N.(2.12)

Applying the boundary conditions (2.6), (2.7) and arranging terms, we can write
the classical finite volume discretization (2.12) as follows, for j = 1, . . . , N ,

aj,j−1uj−1 + aj,juj + aj,j+1uj+1 = fj .(2.13)

This system corresponds to (2.41)–(2.42) below with deleting the first row and
column.

However, as indicated in the interpolation errors (2.2), if |u|H1 , |u|H2 are large,
e.g., due to the large gradient of u, the numerical approximation will be poor.
Indeed, the classical numerical method experiences severe oscillations (see some
numerical examples in section 3 below) near the large gradient of the solution due
to the sharp transition layer. To overcome such numerical difficulties, near the
sharp layer, we correct the numerical approximation by incorporating appropriate
analytic functions which are derived in the following section.

2.2. Singular Perturbation Analysis. Before we proceed, the following exam-
ple illustrates the sharp variation near the turning point x = 0 which is in general
difficult to approximate with the classical scheme presented above.

Example 2.1. Consider a two-point boundary problem:
{

−ǫuxx − xux = 0 in (−1, 1),
u(−1) = +1, u(1) = −1.

(2.14)

Notice that Eq. (2.14) can be rewritten in the form of Eq. (1.1) after changing
variables (see, e.g., [14]).

We know that the solution of (2.14) is u ≈ erf

(

− x√
2ε

)

, where

erf(z) =
2√
π

∫ z

0

e−s2ds.(2.15)

In this example, the characteristics are x′(t) = −b(x(t)) = −x and hence x′ > 0
for x ∈ (−1, 0), x′ < 0 for x ∈ (0, 1). We thus observe that the characteristics
converge to the point x = 0. Hence, there is a discontinuity of the outer solutions
at the point x = 0. In this example, the outer solutions are simply constants. Thus
a transition layer is needed to resolve the singularity at x = 0 (see Fig. 1). Moreover,
a transition layer may also appear due to logarithmic singularity if the forcing term
0 is replaced by f(x) with f(0) 6= 0. This is because of the noncompatibility in
the data between b(x) and f(x) of the equation. For example, in Eq. (2.14), if
f(x) = 1, the limit problem (when ǫ = 0) reads −xux = 1, and thus u = −ln|x|
for |x| > 0. Here we observe logarithmic singularity at x = 0. This issue will be
discussed in section 2.3.2.

To understand the local behaviors near a transition layer, we employ techniques
of singularly perturbation analysis. Behaviors away from the transition layer are
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Figure 1. Solution of Eq. (2.14) with ǫ = 10−2. The stiff part about
x = 0 is the transition layer of thickness O(

√
ǫ).

determined by the so-called outer expansions or outer solutions which generally
display slow variations if f does and is compatible with other data.

Hence, we investigate near the transition layer which arises at a turning point
x = x0. For our problem (1.1), the turning point is x0 = 0. We first start with
a compatible f , i.e., f(x0) = 0 = b(x0). In this case, the outer expansions are
considered slow. Using a formal asymptotic expansion for the solution u at the
transition layer, and Taylor expansions for b and f about x = x0, we write:

u ∼
∞
∑

k=0

ǫkθk(x̄), x̄ =
x− x0√

ǫ
.(2.16)

and

b ∼
∞
∑

k=0

1

k!
bkx̄

k(
√
ǫ)k, f ∼

∞
∑

k=0

1

k!
fkx̄

k(
√
ǫ)k,(2.17)

where bk and fk are kth order derivatives of b and f with respect to x, respectively,
at x = x0. Substituting these expansions into Eq. (1.1) with a note that b(0) =
f(0) = 0, and balancing terms, we can obtain a system of equations at each order
of ǫ. It turns out that, for numerical purposes, the leading term θ0 suffices to catch
the sharp transition layer, which is the solution of

−θ0x̄x̄ − b1x̄θ
0
x̄ = 0;(2.18)

this equation is the zeroth order approximation near x = 0 of

−ǫθxx − b(x)θx = 0.(2.19)

Transforming Eq. (2.18) back to variable x, we obtain

−ǫθ0xx − b1xθ
0
x = 0;(2.20)
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whose an explicit form of θ0 is available:

θ0 =
2√
π

∫ x

√

b1
2ǫ

0

e−s2ds = erf

(

x

√

b1
2ǫ

)

.(2.21)

The corrector θ0 will be incorporated into the classical finite volume space Vh

to absorb transition layer singularity (see section 2.3). We can infer from the local
asymptotic behavior (2.21) that exponentially refined meshes are required at x = 0
for the classical numerical method. This leads to expensive computations, even
more expensive in higher dimensional problems.

In the case of a noncompatibe f , i.e., f(0) 6= 0 = b(0), as well as the inner expan-
sion, the outer expansions also display sharp transitions like spikes, e.g., logarithm,
due to the small variable b(x) and non-degenerate f(x) near x = 0. For a detailed
analysis, see [14].

In order to resolve the sharp transition due to the noncompatibility between b(x)
and f(x) at x = 0, we introduce the zeroth corrector ϕ0:

ϕ0 = −
∫ x

√

ǫ

0

∫ t

0

exp

(

−b1
t2 − s2

2

)

dsdt.(2.22)

The ϕ0 is the solution of the equation:

−ǫϕ0
xx − b1xϕ

0
x = 1,(2.23)

which is the zeroth order approximation near x = 0 of

−ǫϕxx − b(x)ϕx = 1.(2.24)

Using polar coordinates s = r cos θ, t = r sin θ in (2.22), we rewrite ϕ0(x):

ϕ0(x) = − 1

b1

∫ π
2

π
4

1

cos 2θ

[

exp

(

b1 cos 2θ

2 sin2 θ

x2

ǫ

)

− 1

]

dθ.(2.25)

Notice that the double integration (2.22) is transformed to the single one (2.25).
Hence, computational cost in the numerical simulations will be much reduced.

From the asymptotic analysis as in [14], in case of a compatible f , we notice
that the solution u of Eq. (1.1) can be decomposed into a stiff part (the transition
layer), where large values of the derivative are observed, and non-stiff parts (outer
expansions) away from the turning point.

We, therefore, introduce a decomposition of the solution u as follows:

u = us + λθ0,(2.26)

where us is considered a slow variable, θ0 is the transition layer as in (2.21), and λ
is an unknown.

Substituting (2.26) into Eq. (1.1) and using (2.19), we can write:

Lǫ(us + λ(θ0 − θ)) = f(x), in Ω,(2.27)

which is supplemented with boundary conditions:
{

us(−1) + λθ0(−1) = u(−1) = 0,

us(1) + λθ0(1) = u(1) = 0.
(2.28)

The slow variable us will be approximated by the usual step functions and we
now propose a new finite volume method in the following section.
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2.3. New Finite Volume Method (nFVM). In this section, we present a new
approximation method based on Finite Volume to numerically approximate the
non-stiff part with the transition layer correctors derived in the previous section.
We consider two cases: a single interior transition layer with compatible and non-
compatible data.

2.3.1. Compatible Case. Using step functions, we discretize the non-stiff smooth
part us with finite volumes. From the decomposition (2.26) we approximate u by
a new trial function ũh,















ũh = uh + λθ0,

uh =

N
∑

j=1

ujχ(x
j− 1

2

, x
j+ 1

2

)(x).
(2.29)

Notice that ũh ≈ u and uh ≈ us. As in (2.28), boundary conditions for uh are
as follows:

{

ũh(x 1
2
) = uh(x 1

2
) + λθ0(−1) = 0,

ũh(xN+ 1
2
) = uh(xN+ 1

2
) + λθ0(1) = 0,

(2.30)

where x 1
2
= −1, xN+ 1

2
= 1.

Here the mesh data are adopted from the classical Finite Volume in section 2.1.
The function ũh ≈ u thus belongs to the finite dimensional space

Ṽh = Vh ⊕ Rθ0(.),(2.31)

where Vh is defined in (2.3).
We now discretize Eq. (2.27) with (2.28). Since θ0 is asymptotically close to θ,

the term θ0−θ is small and absorbed in other entries in the discrete system (2.41)–
(2.42). Hence, we may drop λ(θ0 − θ). If necessary, to achieve higher accuracy, we
can introduce a higher asymptotic expansion which replaces θ0. Since us is slow, as
we did in the classical scheme, using a central difference method at faces including
the boundaries, from (2.30) we write that

us(−1) = us(x 1
2
) ≈ uh(x 1

2
) =

u0 + u1

2
= −λθ0(−1),(2.32)

us(1) = us(xN+ 1
2
) ≈ uh(xN+ 1

2
) =

uN + uN+1

2
= −λθ0(1),(2.33)

us(xj+ 1
2
) ≈ uh(xj+ 1

2
) =

uj + uj+1

2
, j = 1, . . . , N − 1.(2.34)

In the same way, we write a new approximation for ux as follows, for h = hj =
xj+1 − xj ,















∇hũh = ∇huh + λθ0x,

∇huh =

N
∑

j=0

uj+1 − uj

h
χ(xj, xj+1)(x).

(2.35)

Notice that ∇hũh ∼ ux and ∇huh ∼ usx. Using the boundary conditions (2.32)
and (2.33), the numerical derivative ∇huh can be rewritten as:

∇huh =
2u1 + 2λθ0(−1)

h
χ[x 1

2

, x1)(x) +
−2λθ0(1)− 2uN

h
χ(xN , x

N+1
2

](x)

+

N−1
∑

j=1

uj+1 − uj

h
χ(xj, xj+1)(x).

(2.36)
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With respect to the unknown λ, we first multiply (2.27) by the test function
θ0 and integrate over Ω. However, as a test function, θ0 is expected to make
the stiffness matrix highly ill-conditioned because θ0 is almost constant except at
a small neighborhood of the turning point x = 0, and the constants are easily
approximated by other test functions, i.e., step functions. Hence, we modify θ0 to
be much distinguished from the linear combination of other test step functions and
we thus define the test function φ which satisfies zero boundary conditions:

φ = θ0 − θ0(1)x.(2.37)

Multiplying (2.27) by φ and integrating over the domain Ω, after dropping the
term λ(θ0 − θ), we obtain that

∫ 1

−1

usx(ǫφx − b(x)φ) =

∫ 1

−1

f(x)φ,(2.38)

and using the approximations (2.35)–(2.36), we find that

2u1 + 2λθ0(−1)

h
I(−1,−1 +

1

2
h) +

−2λθ0(1)− 2uN

h
I(1− 1

2
h, 1)

+

N−1
∑

j=1

uj+1 − uj

h
I(xj , xj+1) =

∫ 1

−1

f(x)φ,
(2.39)

where I(a, b) =
∫ b

a
(ǫφx − b(x)φ).

We then obtain the equation as follows:

a00λ+ a01u1 + a0NuN +
N−1
∑

j=2

a0juj = f0,(2.40)

which corresponds to the first row and column of the system (2.41) − (2.42) below.
From Eq. (2.27), dropping the term λ(θ0−θ), we then derive the same discretized

equation as (2.12) with uh, ∇uh of the conventional scheme replaced by the new
approximations ũh, ∇hũh as in Eqs. (2.29) and (2.35). Then using the boundary
conditions (2.32)–(2.34), we can similarly obtain the same system as Eq. (2.13).
Combining with the additional Eq. (2.40), we obtain a discrete system which
incorporates the corrector θ0:

Au = f ,(2.41)
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where A = Aǫ = (aǫij),u = (λ, u1, . . . , uN )T , f = (f0, f1, . . . , fN)T , and for i, j =
0, . . . , N, l = 2, . . . , N − 1, m = 1, . . . , N with







































































































































































































































a00 =
2

h

[

θ0(−1)I(−1,−1 +
1

2
h)− θ0(1)I(1 − 1

2
h, 1)

]

,

a01 =
1

h

[

2I(−1,−1 +
1

2
h)− I(−1 +

1

2
h,−1 +

3

2
h)
]

,

a0l =
1

h

[

I(−1 + (l − 3

2
)h,−1 + (l − 1

2
)h)

−I(−1 + (l − 1

2
)h,−1 + (l +

1

2
)h)
]

,

a0N =
1

h

[

− 2I(1− 1

2
h, 1) + I(1− 3

2
h, 1− 1

2
h)
]

,

a10 =
[2ǫ

h
− b(−1)

]

θ0(−1),

a11 =
3ǫ

h
+

1

2
b(x 3

2
)− b(−1),

a12 = − ǫ

h
− 1

2
b(x 3

2
),

al,l−1 = − ǫ

h
+

1

2
b(xl− 1

2
),

al,l =
2ǫ

h
+

1

2

[

b(xl+ 1
2
)− b(xl− 1

2
)
]

,

al,l+1 = − ǫ

h
− 1

2
b(xl+ 1

2
),

aN0 =
[2ǫ

h
+ b(1)

]

θ0(1),

aN,N−1 = − ǫ

h
+

1

2
b(xN− 1

2
),

aN,N =
3ǫ

h
− 1

2
b(xN− 1

2
) + b(1),

f0 =
∫ 1

−1
f(x)φ,

fm =
∫ x

m+1
2

x
m−

1
2

f(x),

(2.42)

and all other entries vanish. Here, we recall I(a, b) =
∫ b

a
(ǫφx − b(x)φ). Notice that

the system (2.41)–(2.42) is tridiagonal, except for the first row, and can be solved
easily by using the sparsity of A.

2.3.2. Noncompatible Case. In this section, we present a numerical approxima-
tion scheme for the solution of Eq. (1.1) where b(x) and f(x) are noncompatible,
i.e., when f(0) 6= 0 = b(0).

We, therefore, introduce a new decomposition for the approximation of the so-
lution of (1.1) as follows:

u = us + λθ0 + f(0)ϕ0.(2.43)

Substituting (2.43) into Eq. (1.1) and using (2.19), (2.24), we obtain that

Lǫ(us + λ(θ0 − θ) + f(0)(ϕ0 − ϕ)) = f(x)− f(0), in Ω.(2.44)

Since θ0, ϕ0 are asymptotically close to θ, ϕ, respectively, similarly we may drop
the terms λ(θ0 − θ), f(0)(ϕ0 − ϕ). Higher order asymptotic terms which replace
θ0, ϕ0 can be adapted for higher accurate schemes, if necessary.
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Table 1. Comparison on L2 and L∞ errors of the classical FVM
(cFVM) and the new FVM (nFVM) using the corrector θ0 with
the exact solution (3.2) of Eq. (3.1) with different values of ǫ and
numbers of control volumes N .

cFVM nFVM
ǫ N L2 error L∞ error L2 error L∞ error
10−1 40 1.200E-03 1.800E-03 9.429E-04 1.700E-03
10−1 80 3.029E-04 4.695E-04 2.362E-04 4.413E-04
10−1 160 7.573E-05 1.189E-04 5.904E-05 1.123E-04
10−1 320 1.893E-05 2.990E-05 1.477E-05 2.828E-05
10−2 40 1.600E-03 2.300E-03 1.800E-03 2.600E-03
10−2 80 3.820E-04 5.617E-04 4.543E-04 6.555E-04
10−2 160 9.476E-05 1.372E-04 1.135E-04 1.633E-04
10−2 320 2.365E-05 3.439E-05 2.838E-05 4.883E-05
10−3 40 1.650E-02 4.240E-02 2.600E-03 6.700E-03
10−3 80 2.400E-03 8.800E-03 5.637E-04 1.400E-03
10−3 160 5.560E-04 2.000E-03 1.392E-04 3.310E-04
10−3 320 1.366E-04 4.982E-04 4.470E-05 8.400E-05
10−4 40 3.150E-02 8.630E-02 2.200E-03 4.200E-03
10−4 80 2.390E-02 6.940E-02 1.100E-03 3.400E-03
10−4 160 4.500E-03 2.280E-02 1.907E-04 8.462E-04
10−4 320 8.474E-04 5.300E-03 4.192E-05 1.961E-04
10−5 40 4.900E-03 1.330E-02 1.800E-03 2.400E-03
10−5 80 1.100E-02 4.240E-02 4.817E-04 9.954E-04
10−5 160 1.840E-02 9.540E-02 2.975E-04 1.300E-03
10−5 320 9.200E-03 6.300E-02 1.063E-04 7.367E-04

Table 2. Comparison on L2 and L∞ errors of the cFVM and the
nFVM with the exact solution (3.2) of Eq. (3.1), N = 160.

ǫ cFVM nFVM
L2 error L∞ error L2 error L∞ error

10−1 7.573E-05 1.189E-04 5.904E-05 1.123E-04
10−2 9.476E-05 1.372E-04 1.135E-04 1.633E-04
10−3 5.560E-04 2.000E-03 1.392E-04 3.310E-04
10−4 4.500E-03 2 .280E-02 1.907E-04 8.462E-04
10−5 1.840E-02 9 .540E-02 2.975E-04 1.300E-03
10−6 3.300E-03 1 .750E-02 1.158E-04 2.332E-04

The right-hand side f(x) − f(0) is compatible with b(x) at x = 0, and the
logarithmic singularity is analytically resolved.

Eq. (2.44) is supplemented with boundary conditions:

{

us(−1) + λθ0(−1) + f(0)ϕ0(−1) = u(−1) = 0,
us(1) + λθ0(1) + f(0)ϕ0(1) = u(1) = 0.

(2.45)

Applying the new method to (2.44) and dropping the terms λ(θ0−θ), f(0)(ϕ0−
ϕ), we obtain the system (2.41)–(2.42) with the following modification in f , due to
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the boundary conditions (2.45):


























































f0 = − 2

h

[

I(−1,−1 +
1

2
h)f(0)ϕ0(−1)− I(1− 1

2
h, 1)f(0)ϕ0(1)

]

+
∫ 1

−1(f(x)− f(0))φ,

f1 = −
(2ǫ

h
− b(−1)

)

f(0)ϕ0(−1) +
∫ x 3

2
x 1

2

(f(x)− f(0)),

fN = −
(2ǫ

h
+ b(1)

)

f(0)ϕ0(1) +
∫ x

N+1
2

x
N−

1
2

(f(x)− f(0)),

fm =
∫ x

m+1
2

x
m−

1
2

(f(x) − f(0)), m = 2, . . . , N − 1.

(2.46)

Remark 2.1. For both compatible and noncompatible cases, we use the same dis-
cretizations uh and ∇huh to approximate us and usx, respectively. The former is
the same for both cases as well as for the classical scheme, but the latter is different
due to the boundary conditions as in (2.6), (2.7) for the classical scheme, (2.30) for
the compatible case, and (2.45) for the noncompatible case.

3. Numerical Results

In this section, we present a number of examples to illustrate the accuracy and
efficiency of our new method.

3.1. Compatible Case. We first consider the compatible case where condition
b(0) = 0 = f(0) is satisfied. We rewrite Eq. (1.1) with the right-hand side f(x)
specified as below:







−ǫuxx − xux = f(x) = 3erf

(

1√
2ǫ

)

(x3 + 2ǫx),

u(−1) = u(1) = 0.
(3.1)

An exact solution is available for Eq. (3.1), which is as follows:

ue = erf

(

x√
2ǫ

)

− erf

(

1√
2ǫ

)

x3.(3.2)

We approximate the solution of Eq. (3.1) with the classical and new FVM
schemes (cFVM, nFVM). For the nFVM, the corrector λθ0 with the zeroth term
θ0 as in (2.21) is used in the simulation. We notice that only the non-stiff part us

as in (2.26) is approximated by solving the system (2.41)–(2.42). The numerical
solution ũh, is then constructed by using the decomposition (2.29).

Results for both schemes are plotted, together with the exact solution (3.2),
in Fig. 2 with ǫ = 10−4 and mesh size h = 2/N = 2/40. As indicated in the
interpolation errors (2.2), with such a coarse mesh, the cFVM exhibits oscillations
near the turning point (see also Figs. 7 and 9); whereas the nFVM well captures
the sharp transition layer. We recall that the transition layer of the nFVM is
an analytical solution, captured by the corrector λθ0 where θ0 is the zeroth term
of the asymptotic expansion as in (2.20)–(2.19). Furthermore, meshes used for
the transition layer of the new method are uniform and independent of the small
parameter ǫ. We notice that in case of the cFVM scheme, exponentially refined
meshes are required near the transition layer. Hence, the former is much more
efficient than the latter scheme.

Numerical errors, measured in L2 and L∞ norms, of the two schemes are esti-
mated and listed in Table 1, with a variety in values of ǫ and mesh sizes h, and in
Table 2, with a fixed mesh size h = 2/N = 2/160. It is shown that the nFVM shows
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much better accuracy for small values of ǫ and both cFVM and nFVM schemes have
the same order of accuracy for ǫ ≥ 10−2. Furthermore, as indicated in Table 2, the
nFVM is very robust with respect to changes in ǫ, whereas the cFVM loses accura-
cies as ǫ tends to be small.

Since the cFVM cannot capture the singularity of the transition layer, the errors
caused by oscillations near them contaminate the accuracy of the whole computa-
tional domain Ω. Hence, the nFVM is more stable and, in general, more accurate
than cFVM. This conclusion is depicted in Fig. 3 where numerical errors of both
schemes are plotted with ǫ = 10−4 and different mesh sizes h. For Figs. 3 and 4– 5
discussed below, we plot the errors in log scale vs. n where N = 2n × 10 is the
number of control volumes.

In Figs. 4 and 5, L2 and L∞ errors of the new scheme are plotted with different
values of ǫ and mesh sizes h. From the figures, we draw two conclusions. Firstly, 2nd-
order convergence is achieved for the new method. Secondly, there are differences
between the errors of the outer and inner solutions, which are most clearly seen in
L∞ errors (see Fig. 5) where the plots depend on ǫ linearly in log scales. This is due
to asymptotic errors because in the inner expansion, only the zeroth term θ0 (see
(2.20), (2.19), and (2.21)) is used as the corrector in the decomposition (2.26). The
asymptotically small term λ(θ0 − θ) in (2.27) is dropped and considered absorbed
by other entries in the system (2.41)–(2.42). It can be also seen in Table 1. In case
of ǫ = 10−5, there is an increase in the L∞ errors for the nFVM when the mesh
is refined from N = 160 to N = 320. This discrepancy can be reduced if more
asymptotic terms are introduced in the corrector, in case higher order of accuracy
is required.

In Fig. 6, different right-hand side functions f(x) are simulated to illustrate the
robustness of the new method for the compatible case.

3.2. Non-compatible Case. In this section, examples for the noncompatible case
are given. We first consider the following problem:

{

−ǫuxx − xux = f(x) = cos
(π

2
x
)

+ x,

u(−1) = u(1) = 0.
(3.3)

Here, b(0) = 0 and f(0) = 1. Hence, b(x) and f(x) are noncompatible. We
apply the decomposition (2.43) with adding the zeroth corrector ϕ0, the boundary
conditions as in (2.45). The system (2.41)–(2.42) are then solved with f modified
as in (2.46). Numerical solutions from the cFVM and nFVM are shown in Fig. 7.
As in the compatible case, the nFVM scheme well resolves the asymptotic and
logarithmic singularity and there are oscillations in case of the cFVM scheme in
both outer and inner regions. The oscillations are much stronger than those in the
compatible case. However, the nFVM scheme is very robust and captures the large
gradient near the transition layer for both compatible and noncompatible cases.

In Fig. 8, more examples are given to illustrate for the noncompatible case with
b(x) = x and different f(x)’s on the right-hand side of Eq. (3.3). It can be seen
that logarithmic singularity is very well resolved.

The last example is tested for the case when b(x) = sinx with f(x) = x and
f(x) = 1 for a compatible and noncompatible case, respectively. We notice that the
same correctors, θ0 as in (2.21) and ϕ0 as in (2.22), are applied in this simulation
because only the zeroth terms, which approximate (2.19) and (2.24), respectively,
are used as the correctors. Results are plotted in Fig. 9 for the compatible case,
Fig. 10 for the noncompatible case.
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4. Conclusion

In this paper, we have proposed a new numerical method based on finite volume
approach to approximate stiff problems having an interior transition layer near a
turning point x = x0. Firstly, the analytical solution θ for the transition layer is
derived by employing singular perturbation analysis. It turned out that only the
zeroth term θ0 is enough for numerical purposes. However, in higher order schemes,
more asymptotic terms as in (2.16) will be needed. This layer, incorporating with
an unknown λ, is added to enrich the classical finite volume space.

The problem has been also studied in a more complicated case with the occur-
rence of logarithmic singularity near the turning point due to the noncompatibility
in the data of the problem. One more corrector ϕ as in (2.24) is added into the
solution decomposition as in (2.43) so that the problem can be transformed into
a compatible case analytically. Hence, the new scheme can now be applied; new
boundary conditions (2.45) are then imposed, and thus the right-hand side f is
modified as in (2.46).

A variety of examples are given to illustrate the accuracy, stability and efficiency
of the new method in section 3 with different coefficients b(x) and right-hand side
functions f(x), both for compatible and noncompatible cases.

The technique presented in this article can be further developed for more complex
cases. If we have multiple transition layers at x = xj , introducing a Lagrange
interpolating polynomial, we write:

Pj(x) =

n
∏

k=1
k 6=j

x− xk

xj − xk

, f(x) =

n
∑

l=1

Pl(x)f(x).(4.1)

Here, we used the fact that Q(x) :=
∑n

l=1 Pl(x) = 1 because Q(xj) = 1, j =
1, 2, . . . , n and Q(x) is of degree n − 1. Then Pj(x)f(x) = 0 at x = xl, l =
1, 2, . . . , n, l 6= j, but Pj(x)f(x) may not be compatible at x = xj , i.e., Pj(xj)f(xj) =
f(xj) 6= 0. For this single noncompatible point xj , we have already treated in the
text.

Writing the solution of Eq. (1.1) u =
∑n

j=1 v
j where

Lǫ(v
j) = Pj(x)f(x), vj = 0 at x = ±1,(4.2)

and applying the numerical techniques in the text to each equation (4.2), thanks
to the superposition of the solutions, we finally obtain the numerical solution uN

for u. Parallel computing in this case is well suited because Eq. (4.2) can be solved
independently at each processor j, j = 1, 2, . . . , n.

Combining with the previous results (see e.g. [16]), boundary layer correctors can
be also incorporated, and if the coefficient b(x) has zeros at x = xj with multiplicity,
the form of the correctors should be changed according to the singular perturbation
analysis at x = xj . All these changes can be adapted without difficulties. For
instance, if b(x) = (x−1/2)(x+1/2) in the model (1.1), there are a boundary layer
at the outflow x = −1 and a transition layer at the turning point x = 1/2. Or
in multi-dimensional problems, the derivative in the convective term is replaced by
the gradient of u(x). For nonlinear problems, their linearized version can be taken
into account to find out appropriate correctors. These issues will be discussed in
forthcoming papers.
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Figure 2. (a) Numerical solutions uN of Eq. (3.1) from the clas-
sical FVM (cFVM) vs. new FVM (nFVM) using corrector θ0:
ǫ = 10−4, N = 40; (b) Zooming near the transition layer.
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Figure 3. Error plotting of numerical solutions of Eq. (3.1) from
the cFVM vs. nFVM: ǫ = 10−4, N = 2n × 10 is the number of
control volumes.
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Figure 4. L2 error plotting of numerical solutions of Eq. (3.1)
from the nFVM with different values of ǫ, N = 2n × 10 is the
number of control volumes.
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Figure 5. L∞ error plotting of numerical solutions of Eq. (3.1)
from the nFVM with different values of ǫ, N = 2n × 10 is the
number of control volumes.
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Figure 6. (a) Numerical solutions uN from nFVM with b(x) = x
and f(x) = fj(x) for the compatible case: f1(x) = x, f2(x) =

−π

2
erf

(

1√
2ǫ

)

[π

2
ǫ sin

(π

2
x
)

− x cos
(π

2
x
)]

, f3(x) = xex, ǫ =

10−4, N = 40; (b) Zooming near the transition layer.
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Figure 7. (a) Numerical solutions uN of Eq. (3.3) from the
cFVM vs. nFVM using two correctors θ0 and ϕ0: ǫ = 10−4, N =
40 for the noncompatible case; (b) Zooming near the transition
layer.
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Figure 8. (a) Numerical solutions uN from nFVM with b(x) = x
and f(x) = fj(x) for the noncompatible case: f1(x) = 1, f2(x) =
x3 + 1, f3(x) = ex, ǫ = 10−4, N = 40; (b) Zooming near the
transition layer.
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Figure 9. (a) Numerical solutions uN from cFVM vs. nFVM
with b(x) = sinx, f(x) = x, ǫ = 10−4, N = 40 for the compatible
case; (b) Zooming near the transition layer.
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Figure 10. (a) Numerical solutions uN from cFVM vs. nFVM
with b(x) = sinx, f(x) = 1, ǫ = 10−4, N = 40 for the noncompat-
ible case; (b) Zooming near the transition layer.


