
INTERNATIONAL JOURNAL OF c© 2013 Institute for Scientific
NUMERICAL ANALYSIS AND MODELING Computing and Information
Volume 10, Number 1, Pages 116–138

A PHASE FIELD BASED PDE CONSTRAINED OPTIMIZATION

APPROACH TO TIME DISCRETE WILLMORE FLOW

MARTINA FRANKEN, MARTIN RUMPF, AND BENEDIKT WIRTH

Abstract. A novel phase field model for Willmore flow is proposed based

on a nested variational time discretization. Thereby, the mean curvature in

the Willmore functional is replaced by an approximate speed of mean curva-

ture motion, which is computed via a fully implicit variational model for time

discrete mean curvature motion. The time discretization of Willmore flow is

then performed in a nested fashion: in an outer variational approach a natu-

ral time discretization is setup for the actual Willmore flow, whereas for the

involved mean curvature the above variational approximation is taken into ac-

count. Hence, in each time step a PDE-constrained optimization problem has

to be solved in which the actual surface geometry as well as the geometry result-

ing from the implicit curvature motion time step are represented by phase field

functions. The convergence behavior is experimentally validated and compared

with rigorously proved convergence estimates for a simple linear model prob-

lem. Computational results in 2D and 3D underline the robustness of the new

discretization, in particular for large time steps and in comparison with a semi-

implicit convexity splitting scheme. Furthermore, the new model is applied as

a minimization method for elastic functionals in image restoration.

Key Words. phase field approach, Willmore flow, image restoration, PDE-

constrained optimization.

1. Introduction

In this paper a new phase field model for the time discretization of Willmore
flow, also known as elastic flow, is proposed. Willmore flow is the L2-gradient flow
for the Willmore energy

w[x] =
1

2

∫
Γ[x]

h2dHd−1(1)

on hypersurfaces Γ[x] ⊂ Rd parametrized over itself by the identity mapping x,
where h is the mean curvature of Γ[x] and Hd−1 represents the (d− 1)-dimensional
Hausdorff measure. Physically, this energy reflects an approximation of the stored
energy in a thin elastic shell. Applications of the Willmore energy and Willmore
flow range from the modeling of edge sets in imaging [40, 39, 57, 8] to applications
in surface modeling [54, 5, 4, 47, 56]. An extension of the Willmore energy, the
Helfrich model, is used to describe elastic cell membranes in biology [30, 51, 21].

Willmore surfaces, defined as minimizers of the Willmore energy [55], and Will-
more flow have attracted a lot of attention over the last decade. Simonett proved
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in [52] the existence of a unique and locally smooth solution of Willmore flow for
sufficiently smooth initial surfaces. Furthermore, he proved exponential conver-
gence to a sphere for initial surfaces close to a sphere. The analytic treatment of
Willmore flow of curves and surfaces was investigated by Polden [45, 46] already in
1996. Kuwert and Schätzle treated long time existence and regularity of solutions
in [31, 32, 33]. Recently, Rivière [48] extended results of Kuwert and Schätzle [34]
for co-dimension 1 to arbitrary co-dimension.

A theoretical and numerical treatment of Willmore flow of curves was presented
by Dziuk, Kuwert and Schätzle in [24]. Concerning the numerical approximation
of parametric Willmore flow of surfaces Rusu [50] proposed a mixed method for
the surface parametrization x and the mean curvature vector hn (with n being
the surface normal) as independent variables, see also [11] for the application to
surface restoration. A level set formulation was given in [20] based on a different
type of splitting, involving the level set function φ and a curvature density function
h |∇φ|. An error analysis for spatially discretized, time-continuous Willmore flow
for graphs was presented by Deckelnick and Dziuk in [15]. They used an analogous
splitting in the context of piecewise linear finite elements and proved L∞(L2)-
as well as L2(L2)-error bounds of O(h2 log h) for the discretized graph solution.
Deckelnick and Schieweck demonstrated convergence of a conforming finite element
approximation in case of axially symmetric surfaces [17]. An error analysis in the
case of the elastic flow of curves was recently presented by Dziuk and Deckelnick
in [18]. Barrett, Garcke and Nürnberg [2] and Dziuk [25] presented alternative
finite element algorithms for parametric Willmore flow. The Willmore functional
is invariant with respect to Möbius transformations. In [6] Bobenko and Schröder
proposed a discrete Willmore flow scheme which takes into account a circle pattern
on the surface, whose temporal evolution directly reflects these invariances.

In this paper we discuss Willmore flow in the context of a phase field mod-
el. In their pioneering paper [38] Modica and Mortola proved the Γ-convergence
of aε[u] = 1

2

∫
Ω
ε|∇u|2 + 1

εΨ(u) dx to the area functional, where Ψ is a proper-
ly chosen double well function. This motivated the use of a corresponding phase
field model for the mean curvature motion as the L2-gradient flow for the area
functional [37]. Nochetto, Paolini and Verdi treated in [42, 41] the error between
the exact evolution of an interface under mean curvature flow and the evolution
of a diffusive interface computed via a phase field mean curvature motion mod-
el. They proved an optimal error estimate of order O(ε2). More recently, Evans,
Soner and Souganidis proved in [28] that a scaled Allen–Cahn equation leads to a
generalized motion by mean curvature. De Giorgi conjectured that the functional

wε[u] = 1
2ε

∫
Ω

(
−ε∆u+ 1

2εΨ′(u)
)2

dx , whose integrand is the squared first variation
of aε[u], Γ-converges to the Willmore functional [14]. This functional has been inves-
tigated analytically by Loreti and March in [35] and Bellettini and Mugnai in [3]. Du
et al. proved in [23] by formal asymptotics that the Euler–Lagrange equation of the
phase field formulation converges to the Euler–Lagrange equation of the Willmore
energy (1). For a modified functional a corresponding Γ-convergence result could
finally be established by Röger and Schätzle [49]. Dondl, Mugnai and Röger used a
phase field model for minimizing Euler’s elastica energy of non-overlapping curves
in a bounded domain [19]. Concerning numerically discretized phase field models,
Chen et al. proved in [9] that the zero level set of the solution of the Allen–Cahn
equation converges to the mean curvature flow as ε goes to zero if h,

√
τ = O(εp)
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for p > 1 for the grid size h and the time step size τ . In [16] Deckelnick, Dziuk
and Elliott provided a review of different discretization methods for mean curvature
motion and compared the parametric, graph, level set, and phase field approach.
With respect to the simulation of fourth order PDEs based on phase field models,
Elliott et al. [26] proved (among other estimates) for a splitting scheme for the
Cahn–Hilliard evolution an O(h2) estimate for the L∞(L2)-error. A corresponding
time-discretized backward Euler scheme was analyzed in [27], verifying an O(h2+τ)
error estimate. In [21, 22] Du et al. presented a discrete semi-implicit scheme for
Willmore flow based on the above phase field energy wε[·]. We will compare their
model with the one presented here in Section 5.2.

Our phase field model is based on an approximation of the mean curvature
h by a time-discrete, approximate speed of the mean curvature evolution, which
is described by a fully implicit mean curvature motion time step. Applying the
concept of natural time discretization of gradient flows to Willmore flow, we take
into account an outer variational problem which reflects the balance between the
L2-distance of the surfaces at two consecutive time steps and the decay of the
Willmore energy. To evaluate the Willmore energy at the next time step, an inner
variational problem for the natural time discretization of mean curvature motion
is solved, and the resulting time-discrete speed is taken as the mean curvature
argument h. Hence, time discrete Willmore flow is phrased as a nested variational
problem leading to a PDE constraint optimization problem to be solved in each
time step.

The structure of both minimization problems is closely related to the variational
time discretization of mean curvature motion based on the work of Almgren, Taylor
and Wang [1] and Luckhaus and Sturzenhecker [36]. In [7] Chambolle presented a
corresponding level set algorithm for this type of variational time stepping. Our
inner variational problem represents a phase field analogue of these approaches, and
also the outer variational problem, representing the actual Willmore flow time step,
is based on the same approach using a Modica–Mortola type phase field description.
We aim for a stable time discretization, which allows for large time steps. For a
related model in case of explicitly parametrized curves and surfaces based on finite
elements on a triangulation of the evolving geometry we refer to Olischläger and
Rumpf [44].

This paper is structured as follows. In Section 2 the model is derived, including
the nested time discretization, the approximation of the mean curvature, and the
optimization aspect. The next Section focuses on the finite element discretization
and the Newton method which is necessary to solve the problem. In Section 4
we present a compact discussion of the convergence analysis for the analogues dis-
cretization of a linear model problem and validate the result with test simulations.
After this we compute the experimental error of our Willmore flow scheme for ra-
dially symmetric Willmore flow and compare our model with the one from Du et
al. [21, 22] in Section 5. In the last section we consider an elastic model for edge
restoration in images [40] as an exemplary application of our model.
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2. Derivation of the model

In this section we will derive the nested variational scheme in the phase field
context and deduce the Lagrangian of the resulting constrained optimization prob-
lem in the continuous setup to prepare the later formulation of a Newton scheme
based on a finite element discretization.

2.1. Nested time discretization of Willmore flow. We consider a hypersur-
face Γ contained in some computational domain Ω ⊂ Rd and evolving under Will-
more flow. Let us denote by x : Γ→ Γ the identity on the surface Γ and introduce
the associated Willmore energy w[x] = 1

2

∫
Γ

h2(x) dHd−1, where h represents the

mean curvature. Then, Willmore flow is defined as the L2-gradient flow for the
Willmore energy, and we obtain the evolution problem

(∂tx, ϑ)L2(Γ) = −∂xw[x](ϑ)

for all test functions ϑ ∈ C∞(Γ,Rd), defining a one parameter family of hyper-
surfaces {Γ(t)}t≥0 with x(t) being the identity mapping on Γ(t). Here, (·, ·)L2(Γ)

denotes the L2-metric on the interface Γ and ∂xw[x](ϑ) the variation of the Willmore
energy in a direction ϑ. Now, we approximate the mean curvature by the time-
discrete propagation speed of mean curvature motion. In fact, if the parametriza-
tion y : Γ→ Rd of a hypersurface is the approximate solution of the mean curvature
evolution at time τ̃ with initial parametrization x : Γ→ Γ being the identity, then

we consider |y−x|τ̃ as an approximation of h. Therefore, following the idea of Luck-
haus and Sturzenhecker [36], we define y for given x as a minimizer of the functional

ein[x, y] = ‖y − x‖2L2(Γ) + 2τ̃Hd−1[y(Γ)] ,(2)

arising from the natural time discretization approach of mean curvature motion.
Here, Hd−1[y(Γ)] denotes the area functional. Next, based on this approximation of

the mean curvature we approximate the Willmore functional by 1
2

∫
Γ

(y−x)2

τ̃2 dHd−1

and take this into account in the following approach for the natural time discretiza-
tion of Willmore flow. Given an approximation xk to x(kτ) we define the solution
xk+1 at time (k + 1)τ as the minimizing x of the functional

eout[x
k, x, y] = ‖x− xk‖2L2(Γk) + τ

∫
Γ

(y − x)2

τ̃2
dHd−1(3)

under the constraint that for given x the mapping y is a minimizer of ein[x, ·].
Here, xk is the identity map on Γk and with a slight misuse of notation we write x
instead of x◦xk. We refer to [44, 43] for further details on this nested time stepping
approach for Willmore flow in the parametric context.

Now, we proceed with the transfer of this variational approach to the phase
field framework. We suppose the hypersurfaces to be represented by a Modica–
Mortola type phase-field function [38]. In detail, we assume that uk, u, and v are
phase field representations of the hypersurfaces Γk with the identity map xk as
parametrization, Γ with x as parametrization, and y(Γ), respectively. We consider
the interfacial energy

(4) aε[v] =
1

2

∫
Ω

ε|∇v|2 +
1

ε
Ψ(v) dx

with the double well potential Ψ(v) = (1− v2)2. It is well-known that the Γ-limit
of aε[·] is 4

3H
d−1[·], where Hd−1[·] is the area functional on the sharp interface limit
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of the phase field model [38], and 4
3 =

∫ 1

−1

√
Ψ(s) ds. For sgndist(·,Γ) being the

signed distance function of the interface Γ and for fixed ε the optimal profile of a
phase field representation uε of this interface is given by tanh

(
1
ε sgndist(y,Γ)

)
. This

is due to the observation that ṽ : R→ R; t 7→ tanh(t) solves ṽ′(t) =
√

Ψ(ṽ(t)) and
thus t 7→ ṽε(t) with ṽε(t) = ṽ( tε ) balances the two energy terms in aε[·] on normal

slices across the interface, leading to the total energy
∫ 1

−1

√
Ψ(s) ds and thereby to

the above constant 4
3 in front of the area functional. Now, we compare—at first in

one dimension—a shifted profile with the optimal profile and obtain

ε

∫
R

(ṽε(t)− ṽε(t− δ))2
dt = ε

∫
R

(
ṽ′ε(t)δ + δ2

∫ 1

0

(s− 1)ṽ′′ε (t− sδ) ds

)2

dt

= ε

∫
R

(ṽ′ε(t))
2δ2 + 2

(
ṽ′ε(t)

∫ 1

0

(s− 1)ṽ′′ε (t− sδ) ds

)
δ3

+

(∫ 1

0

(s− 1)ṽ′′ε (t− sδ) ds

)2

δ4 dt =
4

3
δ2(1 + θ(δ, ε)) ,

where θ(δ, ε) represents the last two terms in the above formula devided by 4
3δ

2

and can be estimated as follows,

θ(δ, ε) ≤ 3

2
εδ

(∫
R

(ṽ′ε(t))
2 dt

) 1
2

(∫
R

(∫ 1

0

(s− 1) ṽ′′ε (t− sδ) ds

)2

dt

) 1
2

+
3

4
εδ2

∫
R

∫ 1

0

(ṽ′′ε (t− sδ))2
ds dt

≤ C
(
δ

ε
+
δ2

ε2

)
=: Θ(δ, ε) .

Here, we have used that ε
∫
R (ṽ′′ε (t))

2
dt ≤ Cε−2 and once again that ε

∫
R (ṽ′ε(t))

2
dt =

4
3 . For δ = εβ , β > 1, we obtain Θ(δ, ε) ≤ Cδ(1− 1

β ). From this, we deduce for a
function uε in higher dimensions taking the optimal profile normal to the interface
Γ,

ε

∫
Ω

(uε(x+ δ(x)n(x))− uε(x))
2

dx =
4

3

∫
Γ

δ2(x)dHd−1 (1 +O(Θ(‖δ‖∞, ε))) ,

where now δ is some function on Γ and n is the normal on Γ (both δ and n are
assumed to be extended constantly in normal direction to Γ). Next, assuming
optimal profiles of all involved phase field functions uk, u, and v we observe that

ε‖v − u‖2L2(Ω) =
4

3
‖y − x‖2L2(Γ)

(
1 +O(Θ(‖y − x‖L∞(Γ), ε))

)
,

ε‖u− uk‖2L2(Ω) =
4

3
‖x− xk‖2L2(Γk)

(
1 +O(Θ(‖x− xk‖L∞(Γk), ε))

)
.

Finally, in the spirit of these approximations we can rephrase the energies ein[·] in
(2) and eout[·] in (3) in terms of these phase field functions,

eεout[u
k, u, v] = ε‖u− uk‖2L2(Ω) +

τε

τ̃2
‖v − u‖2L2(Ω) ,(5a)

eεin[u, v] = ε‖v − u‖2L2(Ω) + 2τ̃ aε[v] .(5b)
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Altogether for sufficiently small phase field parameter ε and sufficiently small time
steps τ , τ̃ this leads to the following nested variational time discretization of Will-
more flow:

Definition 1 (Nested variational time discretization of Willmore flow). Given a
phase field uk at time kτ define the phase field uk+1 at time (k + 1)τ by

uk+1 = argmin
u∈L2(Ω)

eεout[u
k, u, v] , where(6a)

v = argmin
ṽ∈H1(Ω)

eεin[u, ṽ] .(6b)

Furthermore, we denote the solution v of the inner variational problem (6b) for
u = uk+1 by vk+1.

In our above approximation arguments δ plays the role of local distance between
the evolving hypersurfaces at two consecutive time steps either of mean curvature
motion or of Willmore flow. Hence, the approximation is effectively valid if these
distances are sufficiently smaller than the phase field parameter ε. The time step τ̃
in the inner minimization problem is associated with the accuracy with which the
mean curvature in the Willmore functional of the outer minimization problem is
evaluated, while the outer time step τ defines the actual time scale at which the
Willmore flow is resolved. Thus, from a modeling perspective τ̃ can be assumed to
be significantly smaller than τ .

The constraint (6b) can also be expressed in terms of the Euler–Lagrange equa-
tion to (5b), that is, v has to solve (in a weak sense)

ε
v − u
τ̃

+
1

2ε
Ψ′(v)− ε∆v = 0 .

The following theorem states an existence result for this time-discrete Willmore
flow model:

Theorem 2 (Existence of a time-discrete phase field solution). Let Ω be a bounded
set in Rd with Lipschitz boundary and suppose u0 ∈ L2(Ω). Then there exists a
sequence ((uk, vk))k=1,... ⊂ L2(Ω)×H1(Ω) of solutions of (6a) and (6b).

Proof. At first we consider the variational problem (6b) for given uk ∈ L2(Ω). By
the direct method in the calculus of variations we immediately obtain a minimizer
vk = vk[uk] ∈ H1(Ω). Now, we consider for fixed k > 0 and given uk−1 ∈ L2(Ω)
a minimizing sequence (ukj , v

k
j )j=1,... with vkj being a minimizer of eεin[ukj , ·]. We

obtain that ukj and vkj are uniformly bounded in L2(Ω) and H1(Ω), respectively.

Thus, we can extract a subsequence, again denoted by (ukj , v
k
j )j=1,..., such that

ukj converges weakly in L2(Ω) to some uk and vkj converges weakly in H1(Ω) to

some vk. By a standard convexity argument we then obtain eεout[u
k−1, ·, ·] in (6a)

is weakly lower semicontinuous, i. e. lim inf
j→∞

eεout[u
k−1, ukj , v

k
j ] ≥ eεout[uk−1, uk, vk].
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It remains to prove that eεin[uk, vk] = minv∈H1(Ω) e
ε
in[uk, v]. Let us assume that

there is a v∗ with eεin[uk, vk]− eεin[uk, v∗] > 0, then we obtain

0 < eεin[uk, vk]− eεin[uk, v∗] = ε

∫
Ω

(uk − vk)2 − (uk − v∗)2 dx +2τ̃(aε[vk]− aε[v∗])

= ε

∫
Ω

2uk(v∗ − vk) + (vk)2 − (v∗)2 dx +2τ̃(aε[vk]− aε[v∗])

≤ lim inf
j→∞

ε

∫
Ω

2ukj (v∗ − vkj ) + (vkj )2 − (v∗)2 dx +2τ̃(aε[vkj ]− aε[v∗])

= lim inf
j→∞

(
eεin[ukj , v

k
j ]− eεin[ukj , v

∗]
)
,

where we have used the lower semi-continuity of aε[·], the weak convergence of vkj to

vk in H1(Ω) and the weak convergence of ukj to uk in L2(Ω), and that by Rellich’s

embedding theorem vkj already converges strongly in L2(Ω), which implies vkj u
k
j ⇀

vkuk weakly in L1(Ω). Hence, there exists an index j with eεin[ukj , v
k
j ]−eεin[ukj , v

∗] >

0, contradicting our assumption that eεin[ukj , v
k
j ] = minv∈H1(Ω) e

ε
in[ukj , v]. Thus,

eεin[uk, vk] = minv∈H1(Ω) e
ε
in[uk, v] and (uk, vk) solves the variational problem (6a)

and (6b). �

Let us remark, that because of the non-convexity of Ψ the solutions of (6a) and
(6b) are not necessarily unique.

2.2. The constrained optimization perspective. The time stepping scheme
for Willmore flow introduced in Definition 1 requires the solution of a variational
problem with a PDE constraint in each time step, which can be phrased in the
context of constrained optimization in terms of searching for a saddle point of
the associated Lagrangian `. This Lagrangian is defined as the sum of the outer
variational functional (6a) and the variation of the inner functional (6b) in the
direction of a dual function p which acts as the Lagrange multiplier. Hence, we
obtain for the Lagrangian

(7) `[uk, u, v, p] = eεout[u
k, u, v] + ∂ve

ε
in[u, v](p)

=

∫
Ω

ε(u− uk)2 +
ετ

τ̃2
(v − u)2 dx +

∫
Ω

2ε(v − u)p+
τ̃

ε
Ψ′(v)p+ 2τ̃ ε∇v · ∇p dx .

Consequently, to identify a saddle (u, v, p) ∈ L2(Ω) ×H1(Ω) ×H1(Ω) we have to
solve ∇(u,v,p)`[u

k, u, v, p] = 0, where the different components read

∂u`[u
k, u, v, p](ϑ) =

∫
Ω

2ε(u− uk)ϑ− 2τε

τ̃2
(v − u)ϑ− 2εϑp dx ,

∂v`[u
k, u, v, p](ξ) =

∫
Ω

2τε

τ̃2
(v − u)ξ + 2εpξ +

τ̃

ε
Ψ′′(v)pξ + 2τ̃ ε∇p · ∇ξ dx ,

∂p`[u
k, u, v, p](ς) =

∫
Ω

2ε(v − u)ς +
τ̃

ε
Ψ′(v)ς + 2τ̃ ε∇v · ∇ς dx

for all ϑ ∈ L2(Ω), ξ ∈ H1(Ω), and ς ∈ H1(Ω). Here, ∂p` = 0 reflects the Euler–
Lagrange equation of the inner variational problem (6b), ∂v` = 0 is the dual problem
defining a dual variable p, and finally, the primal problem ∂u` = 0 is the actual
Lagrangian multiplier formulation of the nested variational problem.
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Due to the double well potential Ψ(v) = (1−v2)2, the variation of the Lagrangian
in v and p is nonlinear in v. Thus, in the finite element context we will consider a
Newton scheme to solve for a saddle point.

3. A fully practical numerical scheme

Now we introduce a spatial discretization using piecewise affine finite elements
and derive a Newton scheme for the corresponding discrete Lagrangian. In what
follows we will use lower case letters for continuous and upper case letters for
discrete quantities.

3.1. Finite element discretization in space. We take into account an admis-
sible, regular, and uniform simplicial mesh T covering the computational domain
Ω. On this mesh we define the finite element space of continuous, piecewise affine
functions V := {Φ ∈ C0(Ω) |Φ|T ∈ P1 ∀T ∈ T } , where P1 is the space of affine
functions. The finite element space V is spanned by the usual nodal basis {Φi}i∈I ,
where I is the vertex index set of T . Moreover the nodal coordinate vector to a
discrete scalar function F =

∑
i∈I FiΦi ∈ V is denoted by F = (Fi)i∈I .

To derive a fully discrete problem we define a weighted lumped mass matrix
M[λ] =

(∫
Ω
Ih(λΦiΦj) dx

)
i,j

with λ being a general continuous weight function

and Ih the Lagrange interpolation, the classical lumped mass matrix M = M[1],
and the stiffness matrix L =

(∫
Ω
∇Φi · ∇Φj dx

)
i,j

. Based on this notation we

obtain discrete counterparts

Eεout[Uk, U, V ] = εM
(
U − Uk

)
·
(
U − Uk

)
+
τε

τ̃2
M
(
V − U

)
·
(
V − U

)
(8a)

Eεin[U, V ] = εM
(
V − U

)
·
(
V − U

)
+ 2τ̃Aε[V ](8b)

of the functionals eεout[·] in (5a) and eεin[·] in (5b). Here, the discrete phase field
energy Aε is given by

Aε[V ] =
1

2

∫
Ω

ε∇V · ∇V +
1

ε
Ih (Ψ(V )) dx =

ε

2
LV · V +

1

2ε
MΨ(V ) · 1 .

Finally, we are lead to the following fully discrete minimization problem to be solved
in each time step.

Definition 3 (Fully discrete variational time discretization of Willmore flow). Giv-
en a discrete phase field Uk ∈ V at time kτ define the phase field Uk+1 ∈ V at time
(k + 1)τ by

Uk+1 = argmin
U∈V

Eεout[Uk, U, V ] , where(9a)

V = argmin
Ṽ ∈V

Eεin[Ṽ, U ] ,(9b)

and denote by V k+1 the solution V of (9b) for U = Uk+1.

Let us remark that existence of a solution (Uk+1, V k+1) for this fully discrete
problem is straightforward.
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3.2. Newton method for the constrained optimization problem. To solve
the above fully discrete constrained optimization problem (9a) and (9b) we aim
at finding a saddle point of the associated discrete Lagrangian L using Newton’s
method, where

L[Uk, U, V, P ] = Eεout[Uk, U, V ] + ∂V Eεin[U, V ](P )(10)

= εM
(
U − Uk

)
·
(
U − Uk

)
+
τε

τ̃2
M
(
V − U

)
·
(
V − U

)
+ 2εM

(
V − U

)
· P − 4τ̃

ε
M[1− V 2]V · P + 2τ̃ εLV · P .

To this end, we define F [U, V, P ] := ∇(U,V,P )L[Uk, U, V, P ] and obtain for the dif-
ferent components

∂UL[Uk, U, V, P ](Θ) = 2εM
(
U−Uk

)
·Θ− 2τε

τ̃2
M
(
V −U

)
·Θ− 2εMP ·Θ ,

∂V L[Uk, U, V, P ](Ξ) =
2τε

τ̃2
M
(
V − U

)
· Ξ + 2εMP · Ξ

− 4τ̃

ε
M[1−3V 2]P · Ξ + 2τ̃ εLP · Ξ ,

∂PL[Uk, U, V, P ](Σ) = 2εM
(
V −U

)
·Σ − 4τ̃

ε
M[1−V 2]V ·Σ + 2τ̃ εLV ·Σ .

The Hessian of the discretized Lagrangian in matrix form then reads

D2L=

 2ε
(
1+ τ

τ̃2

)
M − 2τε

τ̃2 M −2εM
− 2τε

τ̃2 M 2ετ
τ̃2 M + 24τ̃

ε M[V P ] 2εM− 4τ̃
ε M[1−3V 2] + 2τ̃ εL

−2εM 2εM− 4τ̃
ε M[1−3V 2] + 2τ̃ εL 0

 .

Now, we apply the following Newton iteration to find a root of F and thus a
critical point of L. Given Ui, Vi, and Pi as an approximation for Uk+1, V k+1, and
the associated dual state P k+1 and defining Zi := (Ui, Vi, Pi) we solve the linear
system of equations

DF [Zi]
TDF [Zi](Zi+1 − Zi) = −DF [Zi]

TF [Zi]

for Zi+1 with DF = D2L. In our implementation we employ the Cholesky solver
from the CHOLMOD package [13, 10]. In each time step we take as initial data for
the Newton scheme U0 = Uk and compute V0 as a root of ∂PL[U0, ·, P ] = 0 and P0

as the solution of the linear system of equations ∂V L[U0, V0, P ] = 0 in P . It turned
out that in all our applications a time step control in the Newton scheme is not
required.

4. Numerical analysis for a related linear model problem

In order to gain insight into the convergence behavior of the proposed scheme,
we consider its analogon for the linear model problem, the L2-gradient flow of the
energy wl[u] = 1

2

∫
Ω

(∆u)2 dx on a polygonally bounded, convex domain Ω. As
before, upper case letters denote the spatially discretized versions of their lower
case, spatially continuous counterparts. Furthermore, we will distinguish between
time-discrete and time-continuous quantities, the latter being indicated by a tilde
as in ũ. In fact, we are lead to the biharmonic heat equation

(11) ∂tũ = −∆2ũ on Ω
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with initial condition ũ = ũ0 at t = 0. Any corresponding L2-gradient flow depend-
s on the imposed boundary conditions, for which there are several possibilities:
natural boundary conditions as for the exposition in Section 2, periodic bound-
ary conditions on a fundamental cell Ω = (0, 1)d, or Dirichlet boundary conditions
as in Section 4.2 on the numerical validation and in Section 6 on image restora-
tion. In the variational formulation this is reflected by different ansatz spaces H̄1:
H̄1 = {u ∈ H1 |u = 0 on ∂Ω} in case of Dirichlet boundary conditions u = ∆u = 0
on ∂Ω; H̄1 = H1∩L2

0 with L2
0 = {u ∈ L2 |

∫
Ω
udx = 0} in case of natural boundary

conditions ∂νu = ∂ν∆u = 0 on ∂Ω for the normal derivative ∂ν on ∂Ω with outer
normal ν; and H̄1 = {u ∈ H1 ∩ L2

0 |u(x + ei) = u(x) on ∂Ω}. Furthermore, as

in [53] we define Ḣs as the subspace of functions with s weak derivatives which
is associated with the spectral norm belonging to ∆s. For example in the case of
Dirichlet boundary conditions ∆mu = 0 on ∂Ω for m < s

2 .

4.1. A nested scheme for the biharmonic heat equation. For the variational
time discretization, we introduce the Dirichlet energy al[u] = 1

2

∫
Ω
|∇u|2 dx and in

analogy to (5a) and (5b) define

elout[u
k, u, v] = ‖u− uk‖2L2 +

τ

τ̃2
‖v − u‖2L2 ,(12a)

elin[u, v] = ‖v − u‖2L2 + 2τ̃ al[v] .(12b)

Hence, as a linear counterpart of the variational time discretization for Willmore
flow in Definition 1 we obtain the following time-discrete scheme for the biharmonic
heat equation.

Definition 4 (Time-discrete biharmonic heat flow). For given u0 ∈ H̄1, let the
sequence uk ∈ H̄1, k ∈ N, be defined as the solution of

uk+1 = argmin
u∈H̄1

elout[u
k, u, v] , where(13a)

v = argmin
ṽ∈H̄1

elin[u, ṽ] .(13b)

Next, introducing the finite element space V̄ = V ∩ H̄1 we derive an associated
fully discrete scheme.

Definition 5 (Fully discretized biharmonic heat flow). For given U0 ∈ V̄, the
sequence Uk ∈ V̄, k ∈ N, is defined as the solution of

Uk+1 = argmin
U∈V̄

E lout[Uk, U, V ] , where(14a)

V = argmin
Ṽ ∈V̄

E lin[U, Ṽ ] .(14b)

As in Section 2 one can also consider V as the ansatz space in case of natural
boundary conditions and for U0 ∈ V̄. We will assume E lout = elout and E lin = elin to be
evaluated exactly in the fully discrete scheme, which is equivalent to assuming at
least second order quadrature. Let us remark, that in this linear problem the inner
heat equation time step τ̃ is associated with the accuracy with which the Laplace
operator is approximated, while the outer time step τ defines the time scale at
which the bi-Laplace is resolved. Hence, as in the nonlinear case of Willmore flow,
it conceptually does not make sense to increase τ̃ beyond τ . Nevertheless, the
scheme stably approximates the biharmonic heat flow for any combination of time
steps τ, τ̃ (cf. the following theorem).
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In what follows, we will investigate the convergence behavior of this fully dis-
crete model. The subsequent numerical analysis reflects some of the qualitative
aspects of the nested variational approach in general. Furthermore, the observed
experimental convergence behavior of the phase field model for Willmore flow will
be in accordance with the results obtained in this linear setup.

We will consider quasiuniform triangulations with grid size h. Let Ph denote the
local L2-projection onto V̄ [12]. If we denote by −∆hΦ ∈ V̄ the discrete Laplacian,
i. e. the unique solution of (−∆hΦ,Θ)L2 = (∇Φ,∇Θ)L2 ∀Θ ∈ V̄, then note that
for u ∈ H2, ∆hPh(u) is bounded in L2(Ω), uniformly in h. Indeed, ‖Ph(u)‖L2

and ‖∆
1
2

hPh(u)‖L2 = |Ph(u)|H1 are bounded due to the Bramble–Hilbert lemma,
and an inverse inequality implies ‖∆hPh(u)‖2L2 = (∇(u− Ph(u)),∇∆hPh(u))L2 +
(∆u,∆hPh(u))L2 ≤ Ch‖∇∆hPh(u)‖L2 + ‖∆u‖L2‖∆hPh(u)‖L2 ≤ C‖∆hPh(u)‖L2 .

Finally, let us introduce the classical Ritz projection Rhu ∈ V̄ for u ∈ H̄1, defined
as the unique finite element solution of (∇Rhu,∇Θ)L2 = (∇u,∇Θ)L2 for all Θ ∈ V̄.

Note that ‖∆m
h Rhu‖L2 for m ≤ 2 is bounded uniformly in h if u ∈ Ḣ4. For instance,

for m = 2 we have ‖∆2
hRhu‖2L2 = −(∇Rhu,∇∆3

hRhu)L2 = −(∇u,∇∆3
hRhu)L2 =

(∆hPh(∆u),∆2
hRhu)L2+(∆u−Ph(∆u),∆3

hRhu)L2 ≤ ‖∆hPh(∆u)‖L2‖∆2
hRhu‖L2+

Ch2|∆u|H2‖∆3
hRhu‖L2 ≤ C‖∆2

hRhu‖L2 , where we have exploited the eigenvalue

bound C
h2 for −∆h. Let us also introduce the projections R̂hu,

ˆ̂Rhu ∈ V̄ for u ∈ Ḣ3

and u ∈ Ḣ5, respectively, with R̂hu = ∆−1
h Rh∆u and ˆ̂Rhu = ∆−2

h Rh∆2u.

Theorem 6 (Error estimates for fully discrete biharmonic heat flow). For given

ũ0 ∈ Ḣ8, let ũ be the solution to the biharmonic heat equation (11), and let Uk,

k ∈ N, be the solution of the fully discretized scheme (14) with U0 = ˆ̂Rhũ
0. On

quasiuniform triangulations with grid size h and for uniform time steps τ and τ̃

‖Uk − ũ(tk)‖L2 ≤ C(tk)(h2 + τ + τ̃) ,(15a)

‖Uk − ũ(tk)‖H1 ≤ C(tk)
(
h+ (1 +

√
τ̃
h )(τ + τ̃)

)
(15b)

holds for a continuous function C : R+ → R+.

Proof. For the error analysis, the error ũ(tk)− Uk at time tk = kτ is split up into

the usual difference of a spatially discrete Ũ(tk) and a spatially continuous solution
ũ(tk), both time-continuous, and the difference between the time-continuous but

spatially discrete Ũ(tk) and the fully discrete solution Uk. The first error term is
rather standard and can be estimated adapting the numerical analysis of the heat
equation in [53]. For the sake of completeness, we give a brief exposition here.
The variational structure of our scheme is taken into account in the analysis of the
second error term.

Step 1 (Time-continuous finite element estimates). Now, we compare ũ with

the spatially discrete solution Ũ of ∂tŨ = −∆2
hŨ , Ũ(0) = U0, which effectively

is given as a solution of a system of ODEs. In order to analyse the difference
Ũ − ũ let us introduce w̃ = −∆ũ and W̃ = −∆hŨ . We observe that (∆2ũ,Θ)L2 =

(∇Rhw̃,∇Θ)L2 for all Θ ∈ V̄ and (Rhw̃,Ψ)L2 = (∇R̂hũ,∇Ψ)L2 for all Ψ ∈ V̄.
Now, we can decompose the error according to

Ũ − ũ = (Ũ − R̂hũ) + (R̂hũ− ũ) =: θ + ρ ,(16a)

W̃ − w̃ = (W̃ −Rhw̃) + (Rhw̃ − w̃) =: η + σ ,(16b)
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where ρ and σ represent the error of the approximation to the coupled elliptic
problems w = −∆u and −∆2u = ∆w. From the definition of the projections Rh
and R̂h and the definition of Ũ we obtain

(−∂tθ,Θ)L2 + (−∂tρ,Θ)L2 = (∇η,∇Θ)L2 ∀Θ ∈ V̄ ,(17a)

(η,Ψ)L2 = (∇θ,∇Ψ)L2 ∀Ψ ∈ V̄ .(17b)

Testing these two equations and the time derivative of (17b) with Θ = θ, Θ = ∂tθ,
Θ = η, and Ψ = η and Ψ = ∂tθ we end up with

(18)
d

dt
‖θ‖L2 ≤ ‖∂tρ‖L2 ,

d

dt
‖η‖2L2 ≤ ‖∂tρ‖2L2 ,

d

dt
‖∇θ‖2L2 ≤ ‖∂tρ‖2L2 + ‖η‖2L2 .

Hence, the error analysis of the spatially discretized parabolic problem is reduced
to the analysis of a purely elliptic problem. For the error components ρ = R̂hũ− ũ
and σ = Rhw̃ − w̃ we obtain

0 = (∇(Rhw̃ − w̃),∇Θ)L2 ∀Θ ∈ V̄ ,(19a)

((Rhw̃ − w̃),Ψ)L2 = (∇(R̂hũ− ũ),∇Ψ)L2 ∀Ψ ∈ V̄ .(19b)

From (19a) we obtain via standard arguments including the usual duality argument
on convex domains

(20) h‖Rhw̃ − w̃‖H1 + ‖Rhw̃ − w̃‖L2 ≤ Ch2‖w̃‖H2 .

Furthermore, testing (19b) with Ψ = Ph(ũ) − R̂hũ = Ph(ũ) − ũ + ũ − R̂hũ and
taking into account (20), we obtain

(21) c‖ũ− R̂hũ‖2H1 ≤ ‖R̂hũ− ũ‖H1h+ ‖R̂hũ− ũ‖H1h2 + h4

for some constant c. From this we deduce ‖ρ‖H1 ≤ Ch for a different constant C.

A duality argument to derive an L2-bound can also be applied to ũ− R̂hũ and we
achieve ‖ρ‖L2 ≤ Ch2.

After a differentiation of the elliptic problem with respect to time we obtain by
the same sequence of arguments ‖∂tρ‖L2 = ‖(∂tũ) − R̂h(∂tũ)‖L2 ≤ Ch2 using the
smoothness of the initial data. Altogether, after incorporating (18) and noting that

‖Ũ0 − ũ0‖L2 + h‖Ũ0 − ũ0‖H1 ≤ Ch2 (iterating once more the arguments for Ritz
projections in (19a), (19b), (20)) we obtain

(22) ‖Ũ − ũ‖L2 + h‖Ũ − ũ‖H1 ≤ ‖θ‖L2 + ‖ρ‖L2 + h(‖θ‖H1 + ‖ρ‖H1) ≤ Ch2 .

From (18) we see that the constant C grows at most quadratically in time. However,
this type of behaviour cannot be expected when nonlinear terms are taking into
account. Then, indeed exponential growth would result from the application of the
usual Gronwall argument.

Step 2 (Estimates for the time discretization). Now we will analyse the error

ek := Uk − Ũ(tk). By the Euler–Lagrange equations for (14) we obtain V =
(id− τ̃∆h)−1Uk and thus

(23)
Uk − Uk−1

τ
= −

(
(id− τ̃∆h)−1 − id

τ̃

)2

Uk .

Defining a new discrete Laplacian ∆τ̃ = (id−τ̃∆h)−1−id
τ̃ and ∂τU

k = Uk−Uk−1

τ this

can be rewritten as ∂τU
k = −∆2

τ̃U
k . Based on the identity (id − τ̃∆h)−1 − id =
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τ̃∆h + τ̃2∆2
h(id− τ̃∆h)−1 one obtains for the truncation error

ωk :=∂τ Ũ(tk) + ∆2
τ̃ Ũ(tk) = ∂tŨ(tk) +

1

τ

∫ tk

tk−1

∂2
t Ũ(r)(r − tk−1) dr + ∆2

τ̃ Ũ(tk)

=
1

τ

∫ tk

tk−1

∂2
t Ũ(r)(r − tk−1) dr + (∆2

τ̃ −∆2
h)Ũ(tk)

=
1

τ

∫ tk

tk−1

∆4
hŨ(r)(r − tk−1) dr +

(
1

τ̃2

(
τ̃∆h + τ̃2∆2

h(id−τ̃∆h)−1
)2−∆2

h

)
Ũ(tk)

=
1

τ

∫ tk

tk−1

∆4
hŨ(r)(r − tk−1) dr +

(
2τ̃(id−τ̃∆h)−1∆3

h + τ̃2∆4
h(id−τ̃∆h)−2

)
Ũ(tk) .

Thus, we can estimate

(24) ‖ωk‖L2 ≤ C(τ + τ̃) .

Here, we have used the boundedness of the discrete operators (id − τ̃∆h)−1, (id −
τ̃∆h)−2 : V̄ → V̄ since the eigenvalues of ∆h lie in [− C

h2 , 0] (cf. [29]) and the estimate

‖∆m
h Ũ(t)‖L2 ≤ ‖∆m

h Ũ
0‖L2 ≤ C for m = 3, 4. The latter estimate directly follows

from an argument in [53] suitably adapted to the representation formula Ũ(t) =∑
i exp(−λ2

i t)(Ũ(0), V i)L2V i for solutions of the spatially discrete biharmonic heat
flow, where λi are the eigenvalues and V i the corresponding eigenfunctions of −∆h.

From (23) and the definition of the truncation error we obtain

(25) ωk =
ek − ek−1

τ
+

(
(id− τ̃∆h)−1 − id

τ̃

)2

ek .

Testing with ek yields

(26) ‖ek‖2L2 ≤ ‖ek‖2L2 + τ‖
(

(id−τ̃∆h)−1−id
τ̃

)
ek‖2L2

= (ek−1, ek)L2 + τ(ωk, ek)L2 ≤ ‖ek−1‖L2‖ek‖L2 + τ‖ωk‖L2‖ek‖L2

and thus by induction

(27) ‖ek‖L2 ≤ τ
∑k
i=1 ‖ωi‖L2 ≤ Ctk(τ + τ̃) .

For an H1-error estimate we first aim for an estimate of ‖∆τ̃e
k‖L2 , for which

purpose we test (25) with ∂τe
k to obtain

(28) ‖∂τek‖2L2+(∆2
τ̃e
k, ∂τe

k)L2=(ωk, ∂τe
k)L2≤ 1

2
‖ωk‖2L2+

1

2
‖∂τek‖2L2 .

Since ∆τ̃ is self-adjoint, we readily find

(∆2
τ̃e
k, ∂τe

k)L2 = (∆τ̃e
k, ∂τ∆τ̃e

k)L2 ≥ 1
2∂τ‖∆τ̃e

k‖2L2

so that altogether ∂τ‖∆τ̃e
k‖2L2 ≤ ‖ωk‖2L2 and thus

(29) ‖∆τ̃e
k‖2L2 ≤ τ

∑k
i=1 ‖ωi‖2L2 ≤ Ctk(τ + τ̃)2.

As a next step, we deduce from the definition of ∆τ̃ that (id+ τ̃∆τ̃ )(id− τ̃∆h) = id
and thus ∆τ̃ −∆h = τ̃∆h∆τ̃ so that

(30) ‖∆τ̃e
k −∆he

k‖L2 = ‖τ̃∆h∆τ̃e
k‖L2 ≤ C τ̃

h2
‖∆τ̃e

k‖L2 .
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Here we have again used that the spectrum of −∆h is bounded by Ch−2. Now
testing (25) with −∆he

k we obtain

−(∂τe
k,∆he

k)L2 − (∆2
τ̃e
k,∆he

k)L2 = −(ωk,∆he
k)L2 ≤ 1

2
‖ωk‖2L2 +

1

2
‖∆he

k‖2L2 .

Furthermore, we can estimate −(∂τe
k,∆he

k)L2 = (∂τ∇ek,∇ek)L2 ≥ 1
2∂τ‖∇e

k‖2L2

and −(∆2
τ̃e
k,∆he

k)L2 = −(∆τ̃e
k,∆h∆τ̃e

k)L2 = ‖∇∆τ̃e
k‖2L2 ≥ 0 so that

∂τ‖∇ek‖2L2 ≤ ‖ωk‖2L2 + 2‖∆τ̃e
k‖2L2 + 2‖∆τ̃e

k −∆he
k‖2L2(31)

≤ C(τ + τ̃)2 + 2Ctk(1 + τ̃
h2 )(τ + τ̃)2

By induction, we finally achieve ‖∇ek‖L2 ≤ C(1+
√
τ̃
h )(τ+ τ̃) . Combined with (27)

and (22) this concludes the proof. Revisiting all constants, we see that they scale
quadratically in time. However, as mentioned before, with nonlinear terms in the
PDE one would expect an exponential growth. �

Note that the above proof would yield the same scaling of the L2-error if the

initial data were U0 = R̂h(ũ0) and thus only ‖ωk‖L2 ≤ Ct
− 1

2

k (τ + τ̃) in (24). The
summation in (27) would then yield a scaling C

√
tk(τ + τ̃).

4.2. Numerical validation. To verify the above convergence result experimen-
tally we have solved ∂tũ + ∆2ũ = f̃ in Ω = [0, 1]2 with Dirichlet boundary
conditions ũ = 0 and ∆ũ = 0 on ∂Ω. Furthermore, we consider a particu-
lar right hand side f̃(t, x, y) := 20 e20t(x4 − 2x3 + x) (y4 − 2y3 + y) + 24 (e20t −
1) (y4 − 2y3 + y + (x2 − x) (12y2 − 12y) + x4 − 2x3 + x) for which ũ(t, x, y) =
(e20t − 1) (x4 − 2x3 + x) (y4 − 2y3 + y) is the solution.

With a nonzero right hand side, (14) in each time step has to be replaced by the

minimization of the energy wlf [Uk, U, V ] := E lout[Uk, U, V ]− 2τ
∫

Ω
Ih(f̃U) dx under

the constraint (14b), which in analogy to (10) is achieved by finding the saddle of
the Lagrangian

Ll[Uk, U, V, P ] = M
(
U − Uk

)
·
(
U − Uk

)
+

τ

τ̃2
M
(
V − U

)
·
(
V − U

)
− 2τMIh(f̃) · U + 2M

(
V − U

)
· P + 2τ̃LV · P .

We consider triangular meshes which are formed by a subdivision of all squares into
two triangles in a uniform quadrilateral grid. We employ the grid sizes h = 2−5, 2−6,
and 2−7 and different choices for τ and τ̃ . Error plots are given in Figure 1, and
the experimental error order is computed in Table 1. We show the L2-error for
τ = τ̃ = h2 as well as for τ = h2, τ̃ = h, and the H1-error for τ = h, τ̃ = h2 and
τ = τ̃ = h. The above numerical analysis predicts an error decay by a factor 1

4

between two subsequent grids for the first case, a decay by 1√
2

for the last case,

and a decay by 1
2 for the remaining cases. The decay rates for the L2-error are

confirmed by the numerical experiments, while the convergence rates with respect

to the H1-norm are higher than predicted. Indeed, the factor
√
τ̃
h which results

from estimating the difference between the two Laplace operator approximations
∆τ̃ and ∆h in equation (30) via discrete spectral estimates seems not to be needed.
Note however that τ̃ may be chosen small anyway (thereby compensating a factor√
τ̃
h ) without compromising the speed of the time stepping scheme for which only

the outer time step τ is relevant.
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Figure 1. Temporal error evolution for the numerical solution of
the biharmonic heat equation. Upper row: L2-error for τ = h2

and τ̃ = h2 (left) as well as τ̃ = h (right). Lower row: H1-error
for τ = h and τ̃ = h2 (left) as well as τ̃ = h (right).

Table 1. Experimental order of convergence for the numerical
solution of the biharmonic heat equation in the L2- and H1-norm
((ln 2)−1(ln(ek(t)) − ln(ek+1(t)))) for different choices of τ and τ̃
and for h = 2−k (for t = 0.0024 in the first two cases and t = 0.1562
else).

τ = h2, τ̃ = h2 τ = h2, τ̃ = h τ = h, τ̃ = h2 τ = h, τ̃ = h
k L2 H1 L2 H1 L2 H1 L2 H1

6 2.032 1.020 0.886 0.959 1.417 1.113 1.085 1.093
7 2.009 1.005 0.919 0.969 1.259 1.048 1.045 1.050
8 2.002 1.001 0.953 0.979 1.148 1.021 1.023 1.026

5. Numerical results for Willmore flow

In this section we discuss numerical results for Willmore flow computed via the
proposed nested time stepping scheme. In addition we compare our discretization
with the one proposed by Du et al. [22, 21].

5.1. Simulation based on the nested time discretization. At first we con-
sider the evolution of a circle in R2 under Willmore flow. For an initial radius r0 the
flow results in a family of concentric circles Γr(t) ⊂ R2 whose radius r(t) increases
in time according to

r(t) = 4

√
2t+ r4

0 .

At each time step k we compute the L2-error ‖ek‖L2 = ‖ũkτ − Uk‖L2 with Uk

the numerical solution and ũkτ (·) = tanh(sgndist(·,Γr(kτ))/ε) having the expected
phase field profile associated with the exact solution. The computations are per-
formed for a quarter circle centered around one corner of the computational domain
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Figure 2. Temporal evolution of the L2-error for Willmore flow
of a quarter circle with initial radius r0 = 0.4, using different grid
sizes h and ε = 2−6, τ = τ̃ = h2. The solid lines show the error
of our scheme, the dotted lines belong to the scheme proposed by
Du et al. (cf. Section 5.2).

Ω = [0, 1]2 and for initial radius r0 = 0.4 and diffusive interface thickness ε = 2−6.
The error evolution in time is shown in Figure 2 for τ = τ̃ = h2 and grid sizes
h = 2−7, 2−8 and 2−9. The error oscillation in the case h = 2−7 indicates that
the interface thickness ε ∼ 2h on this grid is still too small. From the analysis of
the linear model problem in Section 4 we expect an error decay by a factor 1

4 when
halving the grid size, which is indeed reflected by our numerical results also for
Willmore flow.

As a further test simulation, let us consider Willmore flow of two exemplary
geometries, one involving corners (cf. Figure 3) and the other involving a topological
change in the phase field context starting from two neighboring circles (cf. Figure 4).
In both cases we take Ω = [0, 1]2, h = 2−9, ε = 4h, and τ = τ̃ = h2. The evolution
of the rectangle is initially particularly pronounced at the corners leading to a
locally concave object, which then gets convex again, and finally evolves to a circle.
In the other application the two circles merge into one locally concave object and
then evolve similarly as in the first case. In both Figure 3 and 4, the curvature
approximation (Uk − V k)/τ̃ of the evolving geometries is also displayed.

A three-dimensional simulation of Willmore flow is provided in Figure 5, show-
ing the evolution of a cube and a flat disk under Willmore flow. As in the two-
dimensional case in Figure 3, the flow in both examples is most pronounced in
regions with high curvature, leading temporarily to concave shapes.

5.2. Comparison with a semi-implicit mixed scheme. In [22] and [21] Du et al.
proposed a semi-implicit phase field scheme for Willmore flow, which we now will
compare with the variational time discretization presented here. Following [14], the
Willmore energy can be approximated as

wε[u] =
1

2ε

∫
Ω

(
−ε∆u+

1

2ε
Ψ′(u)

)2

dx .(32)
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Figure 3. Computed evolution of a rectangle under Willmore flow
for grid size h = 2−9, ε = 4h, and τ = τ̃ = h2. Results are depicted
at time steps k = 0, 1, 6, 10, 20, 40, 60, 120. The bottom rows
show the underlying discrete curvature (Uk − V k)/τ̃ , color-coding
on the range [−20, 20] as .

Figure 4. h = 2−9, ε = 4h, and τ = τ̃ = h2, time steps k =
0, 1, 2, 4, 20, 40, 160, 450, discrete curvature (Uk − V k)/τ̃ color-
coded on the range [−10, 10] as .
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Figure 5. Different time steps of the proposed discrete Willmore
flow for a cube with edge length 0.4 and a disk of diameter 0.5
and thickness 0.1 (left) as initial surfaces. The computational pa-
rameters are h = 2−8, ε = 4h, τ̃ = h2. In the middle results are
depicted at time steps k = 1, 20 with τ = h3 and on the right at
time steps k = 1, 10 with τ = 0.03h in case of the cube and τ = h2

in case of the disc. In addition to the evolving shapes we render
the underlying discrete curvature (Uk − V k)/τ̃ on a planar slice
indicated in red on the geometries and use a color-coding on the
range [−5, 5] as .

Defining f(u) := −
(
−ε∆u+ 1

2εΨ′(u)
)

= ε∆u + 2
εu(1 − u2) and g(u) := ∆f(u) +

2
ε2 (1− 3u2)f(u), its first variation reads

∂uw
ε[u](ϑ) =

∫
Ω

g(u)ϑdx .

Du and Wang [22] used the variable splitting

g(u, v) :=
1

2
∆ (f(u) + f(v)) +

1

ε2
(1− u2 − uv − v2) (f(u) + f(v))

to derive a semi-implicit time discretization ansatz εu
k+1−uk
τ = −g(uk+1, uk) for

Willmore flow, leading in weak form to the system of equations∫
Ω

ε
uk+1 − uk

τ
ϑ dx =

∫
Ω

1

2
∇
(
fk+1 + fk

)
· ∇ϑ

− 1

ε2

(
1−

(
uk+1

)2 − uk+1uk −
(
uk
)2) (

fk+1 + fk
)
ϑ dx∫

Ω

fk+1ϑ dx =

∫
Ω

−ε∇uk+1 · ∇ϑ+
2

ε
uk+1

(
1− (uk+1)2

)
ϑdx

in uk+1 and fk+1 for given uk and fk ≡ f(uk). This time-discrete scheme can now
be discretized in space using piecewise affine finite elements for the approximation
of uk+1, uk, fk+1, and fk. To solve this nonlinear system, we apply the same
Newton method as in Section 3.2 for our model. Note that the actual model by Du
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Table 2. Total number of Newton iterations and computation
times for the simulations from Figure 2.

numerical scheme h = 2−7 h = 2−8 h = 2−9

iter time [sec] iter time [sec] iter time [sec]

nested variational 288 1366 961 20651 2562 338602

semi-implicit mixed [22] 6176 18746 3695 121531 5776 1051560

and Wang is more involved due to a volume and a surface constraint, and we here
only present a reduced version for pure Willmore flow.

For a direct comparison of both schemes, we simulate Willmore flow of a quar-
ter circle with initial radius r0 = 0.4. Figure 2 compares the respective L2-errors.
In our numerical experiments the new scheme turned out to be significantly more
robust. For example, for a grid size h = 2−7, the Newton method for the nested
time discretization needs about 4 iterations per time step, whereas up to 200 it-
erations are required in the semi-implicit scheme, resulting in significantly longer
computation times. A detailed comparison of the required Newton iterations and
the resulting computing times is given in Table 2 based on the simulation of 80
time steps on a single kernel of an Intel Xeon E5530 CPU. In our experiments, the
nonlinear solver in the nested variational scheme converged stably for step sizes of
up to τ = 0.03h whereas we observed convergence problems with the nonlinear
solver in the semi-implicit scheme for step sizes of this order.

6. Application to a image restoration

As outlined above the proposed nested variational time discretization allows
for large time steps. Thus, it is in particular useful in the context of geometric
variational problems where the focus is more on a robust numerical descent scheme
than on a high precision time discretization. Here, we will investigate its application
to the problem of image restoration.

Picking up the edge restoration approach by Nitzberg et al. [40] we aim at finding
a continuation of a given image edge inside a region in which the underlying image
is corrupted. In fact, we ask for an edge contour which minimizes the weighted sum
of the Willmore energy and the area functional for presribed boundary data on the
boundary of the reconstruction region. To this end, we slightly modify the energy
(5a) from the outer variational problem,

eε,ηout[u
k, u, v] = eεout[u

k, u, v] + 2τηaε[u] ,(33)

where aε[u] is the above-defined phase field approximation of the surface area. Now
the constrained minimization amounts to finding a saddle of the Lagrangian

`[uk, u, v, p] = eε,ηout[u
k, u, v] + ∂ve

ε
in[u, v](p)

=

∫
Ω

ε(u− uk)2 + τε

(
v − u
τ̃

)2

dx +τη

∫
Ω

ε|∇u|2 +
1

ε
Ψ(u) dx

+

∫
Ω

2ε(v − u)p+
τ̃

ε
Ψ′(v)p+ 2τ̃ ε∇v · ∇p dx
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Figure 6. Time steps 0, 1, and 30 from two different edge restora-
tion problems. The restoration region is a unit square, outlined in
red and resolved by a 29× 29 regular grid. Parameters are ε = 4h,
η = 1, τ = 0.03h, and τ̃ = h2. In both rows the rightmost image
shows a blowup of the restoration region at the last time step with
the curvature color-coded as on the range [−5, 5].

Figure 7. A variational C1 edge continuation is computed via a
gradient flow minimization of the sum of the Willmore energy and
a weighted surface area starting from an initial phase field (left).
The minimizing phase field is shown for the surface weight η = 0.1
(second), η = 1 (third), and η = 10 (fourth image).

using Newton’s methods for the associated finite element discretization. In Figure 6
the reconstruction region is outlined in red. The image and the corresponding phase
field representation u of the edges outside this region is considered as fixed. To in-
corporate the desired C1 boundary condition on the boundary of the reconstruction
region, we solve for v in the inner variational problem on an ε-neighborhood of the
reconstruction region. Satisfactory reconstruction results are already achieved after
a few time steps of the gradient flow associated to the above energy.

Finally, in Figure 7 we vary the parameter η (all other parameters are kept as
before). The results illustrate a different balance between Willmore energy and
surface area in the minimization.
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Boston, Boston, MA, 1991.

[15] K. Deckelnick and G. Dziuk. Error analysis of a finite element method for the Willmore flow
of graphs. Interfaces and Free Boundaries, 8:21–46, 2006.

[16] K. Deckelnick, G. Dziuk, and C. M. Elliott. Computation of geometric partial differential

equations and mean curvature flow. Acta Numerica, 14:139–232, 2005.
[17] K. Deckelnick and F. Schieweck. Error analysis for the approximation of axisymmetric will-

more flow by c1-elements. Technical Report 23, Universität Magdeburg, 2009. to appear in
Interfaces and Free Boundaries.

[18] Klaus Deckelnick and Gerhard Dziuk. Error analysis for the elastic flow of parametrized

curves. Math. Comp., 78(266):645–671, 2009.
[19] Patrick W. Dondl, Luca Mugnai, and Matthias Röger. Confined elastic curves. arX-
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[43] Nadine Olischläger and Martin Rumpf. A nested variational time discretization for parametric
willmore flow. Interfaces and Free Boundaries. submitted.
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