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Abstract Magnetic induction tomography (MIT) is a low-resolution imaging modality used for reconstructing in 3-D the changes of the complex electrical conductivity in a target object. The measurement principle is based on determining the perturbation $\Delta B$ of a primary alternating magnetic field $B_0$, which is coupled from an array of excitation coils to the object under investigation. The corresponding voltages $\Delta V$ and $V_0$ induced in a receiver coil carry the information about the conductivity distribution. Potential medical applications comprise the continuous, non-invasive monitoring of tissue alterations which are reflected in the change of the conductivity, such as edema formation, ventilation disorders, wound healing and ischemic processes.

MIT requires the solution of an inverse eddy current problem in three dimensions, which is underdetermined, ill-posed and non-linear in the parameters. Absolute imaging requires an iterative solution and suffers from heavy difficulties due to the comparatively low signal/noise ratio (SNR) of available MIT systems. Alternatively, differential imaging is much easier and reconstruction can be done with single-step approaches. In this paper, regularized single-step Gauss-Newton solutions are shown for state-differential and frequency differential protocols for both simulated and real data. Data were generated for 16 excitation coils and 32 receiver coils with a model of two spherical perturbations within a cylindrical saline tank. Simulated data were generated with a finite-element forward solver and random noise was added. The real data were obtained with an experimental MIT-system. Four different regularization matrices were compared: identity matrix (IM), neighbourhood matrix (NM), truncated singular value decomposition (TSVD) and variance uniformization (VU). A Monte-Carlo study was carried out in order to compare the statistical properties of the reconstruction results. Both simulated and real conductivity perturbations inside a homogeneous cylinder could be localized and resolved for an SNR between 44 and 64 dB. The VU method outperformed all other methods with respect to localization accuracy, resolution and edge sharpness, but, on the other hand, produced larger variance in the images. Frequency differential imaging allows the reconstruction of relative conductivity spectra which can be interpreted quantitatively.
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1. Introduction

Magnetic induction tomography (MIT) is a non-invasive and contact-less imaging modality for reconstructing the changes $\Delta\kappa$ of the complex conductivity distribution $\kappa = \sigma + j\omega\varepsilon_r\varepsilon_0$ in a target object [8][13][14][15][16][21] in three dimensions ($\varepsilon_0$: dielectric constant, $\varepsilon_r$: relative permittivity, $\sigma$: real conductivity, $\omega$: angular frequency). In MIT the object is interrogated with an array of excitation (EXC) and receiving coils. Each EXC couples an alternating magnetic field $\mathbf{B}_0$ to the object. Changes $\Delta\kappa$ in a target region cause a field perturbation $\Delta\mathbf{B}$ due to the induction of eddy currents in the object under investigation. The perturbation induces voltage changes $\Delta V$ in the receiver coils which can then be used for reconstructing the distribution of $\Delta\kappa$. For previous reviews of MIT see [8][21][33]. The method has been developed for industrial process tomography already more than 10 years ago and, more recently, also for medical imaging with the aim to characterize biological tissues. Potential medical applications usually aim at the characterization of biological tissues by means of their passive electrical properties, i.e. conductivity and permittivity. The motivation for measuring the electrical properties is their characteristic dependence on the (patho-) physiological state of tissues, especially hydration and membrane disorders. Medical applications so far suggested are:

- imaging of limbs [2]
- imaging of the brain, e.g. for the monitoring of brain edema [14][16][24][26]
- measurement of human body composition [7]
- monitoring of wound healing[23].

In contrast to electrical impedance tomography (EIT) MIT avoids the ill-defined electrode-skin interface due to its inherently contact-less function. Fig. 1 shows a schematic MIT coil configuration with rectangular coils as receivers and a cylindrical object space. The excitation coils are distributed on two different rings in order to obtain a true 3-D-arrangement.

![Fig.1 Schematic of a possible coil system for MIT with 16 excitation coils and 32 receiver coils.](image-url)
This paper is organized as follows: First the inverse eddy current problem in medical MIT is described and the generic mathematical approach for its solution is outlined. Then the current experimental possibilities are sketched so as to impose some important practical boundary conditions for the solution. Then it is shown that technical reasons make differential imaging the method of choice in the case of in-vivo MIT. Two different linear approaches are presented: state-differential and frequency-differential MIT. Relative differential MIT spectroscopy is presented as a special extension of frequency-differential MIT. Finally reconstruction results from both simulated and experimental data are shown for low-contrast objects with conductivities near the physiological range.

2. Methods

Inverse eddy current problem:

The reconstruction of the absolute conductivity in a target region $\Omega$ requires the solution of a complex inverse eddy current problem. Let

$$y = \Psi(\kappa)$$

(1)

be the discretized non-linear forward mapping of the conductivity vector $\kappa$ to the vector of induced voltage $y$. The symbol $y$ shall be used from now on for the voltage instead of the more common symbol $'V'$ in order to avoid confusions with the matrix $V$ of the singular value decomposition. $y$ contains $M = a \times b$ entries, $a$ being the number of EXC and $b$ that of receiving coils. $\Psi(\kappa)$ is given by Maxwell’s equations for harmonic excitation:

\[
\begin{aligned}
\text{curl} \mathbf{H} &= \mathbf{J} \\
\text{curl} \mathbf{E} &= -j\omega \mathbf{B} & \text{in } \Omega \\
\text{div} \mathbf{B} &= 0 \\
\mathbf{B} &= \mu \mathbf{H}, \quad \mathbf{J} = \kappa \mathbf{E}, \quad \kappa = \sigma + j\omega \varepsilon, \varepsilon_0 
\end{aligned}
\]

(2)

with $\mathbf{H}$: magnetic field intensity, $\mathbf{B}$ magnetic flux density, $\mathbf{E}$ electric field strength, $\mathbf{J}$: current density, $\mu$: magnetic permeability. $\Omega$ denotes the interior of the object under investigation.

The corresponding inverse problem

$$\kappa = \Psi^{-1}(y)$$

(3)

is ill-posed and usually underdetermined. Uniqueness of the solution for this inverse boundary value problem was established in [20] provided that the angular frequency of the AC field $\omega$ is not a resonant frequency. The generic approach for the solution of this type of non-linear problem is the application of an iterative scheme such as the regularized Gauss-Newton approach, including an appropriate regularization scheme.
The solution of (3) requires the target region to be discretized into $N$ voxels. Within each voxel $i$ the assigned component $\kappa_i$ of the vector of conductivity $\kappa$ is usually assumed to be constant. Then the optimal estimate $\kappa^*$ of the true parameter vector $\kappa$ is found iteratively by solving the minimization problem:

$$
\kappa^* = \arg \min_{\kappa} \left( (\Psi(\kappa) - y_m)^T (\Psi(\kappa) - y_m) + \lambda \kappa^T R^T R \kappa \right).
$$

$y_m$ is the measured data vector. $R$ and $\lambda$ are a regularization matrix and a regularization parameter, respectively, which are required to stabilize the iteration. When applying the Gauss-Newton method starting from an initial guess the parameter vector $\kappa$ is updated by an increment $p_k$ in each iteration step $k+1$

$$
\kappa_{k+1} = \kappa_k + p_k
$$

with the update step

$$
p_k = (G_k^T G_k + \lambda R^T R)^{-1} G_k^T e_k
$$

with $e_k = (\Psi(\kappa_k) - y_m)$. In the generic Gauss-Newton approach the Jacobian $G_k = d\Psi/\kappa_k$, also called sensitivity matrix, must be recalculated in each iteration step. This procedure is the most expensive computational step, the bottleneck being the necessary accurate solution of the forward model and the adjoint system. The Gauss-Newton method is furthermore known to get unstable after a certain number of steps, therefore it is recommendable to provide a suitable line-search strategy in order to correct the step-length in each iteration.

**Experimental methods and limitations**

Theoretically the reconstruction problem can be solved in the minimum-norm sense if the measured data have very high quality and if the measurement noise is low. However, in practice all measuring systems have a limited signal/noise ratio (SNR) which in turn degrades the image quality.

Technical solutions for the generation of measurement data from biological objects have been presented e.g. in [7][8][13][14][25]. It is difficult to compare them because a standardized method for evaluating the SNR is lacking. Let us define here as SNR the ratio $\text{max}(\Delta y)/\text{std}(y)$ where $\text{std}(y)$ is the standard deviation of the noise voltage. $\Delta y$ is the vector of voltage changes in all excitation/sensor combinations when a test object is placed into the empty measurement system. Due to the lack of sufficiently detailed information about the systems built by other groups we use here our own definition of the ‘test object’ which is a saline tank with a diameter of 200 mm, a height of 100 mm and a conductivity of 0.2 S/m placed centrally within the current Graz MIT system [25].

Assuming a purely real conductivity, the SNR increases with the square of the frequency [8][28]. When one tries to cover the physiologically interesting β-dispersion range (several tens of kHz – 10 MHz) one has to resolve signals as low as several tens to hundreds of nanovolts at the lower end of the frequency band. This means that with
currently available MIT-systems a SNR of more than 60 dB can hardly be reached at frequencies up to 100 kHz with acquisition times in the range of 10 ms.

The situation improves when going up in frequency, but then other problems like shielding and capacitive coupling become important. Prolonging the acquisition time or averaging also improves the SNR but at the cost of drift stability and velocity. Therefore limited SNR always remains an important issue in medical MIT.

What does that mean for image reconstruction? In practice the boundary of the observation space may be chosen such that the wires of the ideally infinitely thin receiving coils are embedded in this boundary. The interior space $\Omega$ consists of two subdomains: a conducting and a non-conducting part corresponding to the test object and the surrounding air, respectively. A particular problem is the boundary between the object and the surrounding air, because the eddy currents are confined to flow within the object and the voltages induced in the receiving coils depend especially strongly on the currents close to this boundary. As our SNR definition refers to the background object (our tank may be an approximate substitute for a human head), the ‘signal’ is essentially produced by the eddy currents close to the tank radius. A conducting perturbation with a diameter of say 10% of that of the tank and a contrast of 2 yields a much lower contribution. Typically it is by at least 3 orders of magnitude less, i.e. close to or even below the noise floor. This in turn means that a small displacement of the background object can induce a much larger change $\Delta V$ than a diagnostically significant change of the conductivity in a comparatively small region of interest. Due to the presence of noise the latter cannot be reliably distinguished any more from motion artifacts. Unfortunately such artifacts cannot be excluded in vivo, because a complete fixation of the body can rarely be achieved in practical settings.

Therefore, though numerical problems can be overcome, a number of technical problems make absolute MIT quite difficult. In contrast differential imaging may work well in particular cases

(1) The perturbation undergoes a periodic conductivity change with a frequency which overlaps only minimally with the dominant spectral components of the background movements. In this case the perturbation can be identified by its dynamic change from difference data between two typical states (e.g. respiration: inhaled versus exhaled).

(2) The perturbation shows a typical $\beta$-dispersion, e.g. a frequency contrast. In this case the movement artifact affects the data at both frequencies in the same manner and cancels out as long as the conductivity difference does not change the eddy current distribution in the background significantly. This is approximately the case in typical biological tissues with frequency differences between several tens up to 100% of frequency change.

The problem is similar to that of EIT, where also differential images have been used in the vast majority of all in-vivo experiments.

For generating the experimental data in this paper the Graz MIT prototype was used. It consists of one excitation coil, 14 receiving coils and one reference coil. In order to
achieve 16 different directions of excitation the perturbing object was rotated in steps of 22.5°. The received voltages were pre-amplified in 15 ultra-low-noise amplifiers (1nV/sqrt(Hz)) and then multiplexed to a fast 12-bit ADC-system with 8 channels and an acquisition speed of 5 MSamples/s per channel (National Instruments). The excitation coil was driven by a power-amplifier with up to 30 A \text{pp} of current which is controlled via a DAC-channel. Fig. 2 shows the geometry of the laboratory setup. The acquisition time for a single projection is 20 ms.

![Diagram of laboratory setup](image)

**Fig. 2** Schematic of the simulation model. A spherical perturbation is placed inside a cylindrical tank. 16 excitation coils and 32 receiver coils are placed on two concentric rings around the tank, respectively. Two spherical perturbations are placed at the shown locations with \((x=-60, y=0, z=0)\) and \((x=-30, y=52, z=0)\). All measures are given in [mm].

**Differential MIT, single step solution**

Differential data are usually normalized (frequently to the mean value between the states). Afterwards a so-called Newton-one-step reconstructor (NOSER[4]) may be applied. In this case only the first Newton step is executed, which corresponds to the solution of the linearized forward problem

\[
\Delta y_m = Gp = \frac{d\Psi}{d\kappa} p
\]  

(6)

\[
p = (G^T G + \lambda R^T R)^{-1} G^T (\Delta y_m)
\]  

(7)

where \(p = \Delta \kappa\) is the change of the conductivity between two states, and \(\Delta y_m\) is the corresponding change of the measured data. In case of comparatively small changes the inversion of (6) according to (7) yields a fairly correct localization of the perturbed
regions. We evaluated the feasibility of this kind of reconstruction in MIT by implementing a NOSER-approach according to (7) under consideration of four different regularization methods.

In a frequency differential approach a voltage change $\Delta y(f_{\text{ref}}, f)$ is evaluated at two frequencies so as to yield a differential conductivity spectrum $\Delta \kappa(f_{\text{ref}}, f)$. $f_{\text{ref}}$ denotes the reference frequency and $f$ a test frequency. In this case also the Gauss-Newton step can be used, assuming that the conductivity change in the observed frequency interval is small enough. Taking the excitation current as a reference, the real part of $\Delta y$ corresponds to the real part $\Delta \sigma = \text{Re}(\Delta \kappa)$. In practice only this real part is evaluated because the imaginary part is usually heavily corrupted by different interferences and systematic errors [28]. Due to the quadratic dependence of the sensitivity on the frequency, the measured voltages must be scaled appropriately. $\Delta y$ has to be replaced with the scaled version of the real part [3]:

$$
\Delta y(f_{\text{ref}}, f) = \text{Re}\left\{ y(f_{\text{ref}}) - \left( \frac{f_{\text{ref}}}{f} \right)^2 y(f) \right\}
$$

This formulation relies on the assumption that the morphology of the sensitivity map does not depend on the frequency, which is only true for weak perturbation of the primary magnetic field.

The formula can be extended easily to a multi-frequency approach (spectroscopy). However, the values of $\Delta \sigma$ reconstructed with a single step method are usually much lower than the real ones. This is an inherent property of the associated point spread function and the discrepancy gets worse with increasing regularization, i.e. with increasing noise. Therefore the absolute reconstructed values of $\Delta \sigma$ cannot be interpreted quantitatively. However, the ratios of pairs of $\Delta \sigma$ at different frequencies are reconstructed correctly, so that it is possible to obtain relative differential conductivity spectra. Let $\Delta \sigma(f_i)$ be the reconstructed conductivity difference between the reference frequency and the frequency $f_i$. Furthermore let $\Delta \sigma(f_0)$ be the reconstructed conductivity difference between the reference frequency and an arbitrary base frequency $f_0$. Then the relative differential spectrum is defined as

$$
s(f) = \frac{\Delta \sigma(f_i)}{\Delta \sigma(f_0)}
$$

$s(f)$ is dimensionless and has the value 1 at the base frequency $f_0$. Due to the calculation of a ratio $s(f)$ is independent of the scaling factor caused by the particular point spread function and thus neither depends on the regularization nor on the location of the perturbation. Moreover $s(f)$ is a shifted and scaled replica of the original conductivity spectrum which preserves entirely the morphology of the spectrum though it does not allow for the extraction of absolute values.
Calculation of the forward solution and the sensitivity matrix

The forward problem is solved with a previously published finite element program [17] [12], which employs an $A_r - V, A_r - \Psi$ formulation with edge elements of second order for the reduced magnetic vector potential $A_r$ and nodal elements of second order for the electric scalar potential $V$. Boundary conditions on the far boundary (normal component of $B$ vanishes) were prescribed on a spherical surface with a radius sufficiently large such that a change of this radius by 50% resulted in a change of the induced voltages by less than 1%.

Special attention must be paid to the efficient calculation of the Jacobian $G$. A mathematically rigorous treatment of this topic has been given in [32]. In our implementation we exploited the integral formulation published by Mortarelli [19], which is based on a physical mutual energy concept. With this approach the absolute sensitivity $dy/d\kappa$ for a certain pair of coils is calculated according to (10).

\[
\frac{dy}{d\kappa} = \int_\Omega L_\phi L_\psi d\Omega
\]

with

\[
L_\phi = -\frac{j\omega (A_\phi + \nabla V_\phi)}{I_\phi} \quad L_\psi = -\frac{j\omega (A_\psi + \nabla V_\psi)}{I_\psi}
\]

$A_\phi, A_\psi, V_\phi$ and $V_\psi$ denote the total magnetic vector potential and the electric scalar potential in the region $\Omega$ due to currents $I_\phi$ and $I_\psi$ in the excitation and receiver coils, respectively. The sensitivity matrix $d\Psi/d\kappa$ is then obtained by evaluating (10) for all individual elements and all coil pairs. The exact numerical implementation of (10) was described in detail in [11]. The calculation of the sensitivity map for one pair of coils requires only two forward solutions of the eddy current problem for generating $L_\phi$ and $L_\psi$ in (11).

Regularization:

In EIT the regularization matrix $R^T R$ most frequently used is either the identity matrix $I$ or a discrete spatial derivative operator of first or second order. Such approaches have been discussed extensively in the literature, for a good review see e.g. [10]. Several regularization matrices can be regarded as simple smoothness criteria for the solution but they have also a more general statistical meaning in the framework of Bayesian estimation theory (see e.g. [1]). In case of uncorrelated noise with equal variance for all measurement data the estimator in (7) is a MAP (maximum a posteriori) estimator with $R^T R$ being the inverse of the expected cross-correlation matrix of the image $E[pp^T]$.

According to own observations good results can be achieved with variance uniformization [5] which imposes a special assumption of the prior distribution. The objective here is to uniformize the expected variance of the reconstructed conductivity changes over the region $\Omega$, thus providing approximately equal image noise in the center
as in the periphery. The algorithm has been described in detail in [5]. Given the
 covariance matrix $\mathbf{F}$ of the voltage changes $\Delta \mathbf{y}_m$ and the singular value decomposition
 of $\mathbf{G}$ according to $\mathbf{G}=\mathbf{U}\Sigma \mathbf{V}^T$ the regularization term is expressed as
 $\lambda \mathbf{R}^T \mathbf{R} = \mathbf{VDV}^T$. In case that $\mathbf{F}$ is a diagonal matrix (uncorrelated noise) with equal entries $\mathbf{D}$ becomes a
diagonal matrix with:

$$d_i = \frac{\sigma_i - \sigma_i^2}{\sqrt{c}}$$

(12)

where $c$ is a free scalar parameter and $\sigma_i$ is the $i^{th}$ singular value. After the choice of $c$
the regularization term is entirely determined.

Alternatively also truncated singular value decomposition (TSVD) is very common in
EIT-reconstruction, hence this approach was also implemented for MIT. In this case the
inverse solution becomes

$$\mathbf{p} = \mathbf{V} \Sigma_i^{-1} \mathbf{U}_i \Delta \mathbf{y}_m$$

(13)

whereby $t$ denotes the truncation level of the original matrices $\mathbf{V}$, $\Sigma$ and $\mathbf{U}$, thus
removing the contributions of singular values with index $> t$.

In this paper the results obtained with four different regularization schemes were
compared:

(1) $\mathbf{R}^T \mathbf{R} = \mathbf{I}$. Using the identity matrix is the most simple Tikhonov-regularization
method, penalizing high values of the reconstructed conductivity changes. In the
following this method will be abbreviated as ‘IM’.

(2) $\mathbf{R}^T \mathbf{R} = \mathbf{N}$ with $\mathbf{N}$ the neighbouring matrix defined as:

$$N_{ij} = \begin{cases} n_n & i = j \\
-1 & i, j \text{ neighbours} \\
0 & \text{otherwise} \end{cases}$$

$n_n$ is the number of neighboring elements for element $i$, where only elements with
common facets are considered as neighbors. $\mathbf{N}$ is an approximation of the spatial
derivative operator of second order. Due to the irregular structure of the grid this filter is
not spatially invariant, nevertheless it gives good results and is common practice for this
type of inverse problem. In the following this method will be abbreviated as ‘NM’.

(3) $\lambda \mathbf{R}^T \mathbf{R} = \mathbf{VDV}^T$ according to the variance uniformization approach. In the following
this method will be abbreviated as ‘VU’.

(4) TSVD while choosing the truncation level $t$ such as to remove all singular values
below an appropriately chosen threshold.
Methods 1 and 2 require the regularization parameter to be chosen optimally while method 3 in addition implies the choice of the tuning parameter \( c \). In practice it turns out that the value of \( c \) is uncritical over a very wide range of values because the optimal \( \lambda \) depends on \( c \). That means that \( c \) can be fixed at a more or less arbitrary value if a method for the automatic determination of \( \lambda \) is applied. In our case \( c \) was set to 0.1.

The regularization parameter \( \lambda \) accounts for the degree of smoothness of the reconstructed image and determines the condition number of the term \((G^T G + \lambda R^T R)\) in (7). Several methods for the optimal choice of this parameter have been published in the past, the most well-known ones being L-curves, Generalized Cross-Validation and the Morozov-criterion [10]. Because of its clear physical interpretation we choose the latter method. In this case the optimal \( \lambda \) is the one where the estimated residuals \( Gp-\Delta y_m \) have the same variance as the measurement noise. The motivation for this criterion is that it is obviously meaningless to make the residuals lower than it is expected from the statistics of the data. This method provided always stable images independently of the regularization matrix and was considered as a good basis for a fair comparison between the different regularization methods.

**Modeling setup**

The inverse solver was tested for both the state-differential as well as for the frequency-differential approach with a simple 3-D model comprising a cylindrical conductor with spherical inhomogeneities and an array of 16 excitation coils and 32 receiving coils as shown in fig. 1. The exact geometry is illustrated in fig. 3.

The outer cylinder had a radius and a height of 100 mm, the perturbing spheres had a radius of 20 mm. For state-differential reconstruction two spheres were placed with their centers at \((x=-60, y=0, z=0)\) and \((x=-30, y=52\) and \(z=0)\). For the frequency differential reconstruction one single spherical inhomogeneity (radius 20 mm) was centered at \((x=-60, y=0, z=0)\) [mm]. Its conductivity spectrum was modelled with a Cole-model (14) according to a typical spectrum of tissue in the upper \( \beta \)-dispersion range:

\[
\sigma(\omega) = \text{Re} \left\{ \frac{\sigma_0 - \sigma_x}{1 + \left( \frac{j \omega}{\omega_C} \right)^{\alpha}} \right\}
\]

\( \omega_C = 2\pi \times 51006 \) [rad/s] and \( \alpha = 0.98 \).

Frequency differential images were then reconstructed from the \( \Delta y \) between a reference frequency \( f_{\text{ref}} \) of 300 kHz and the test frequencies 200, 400 and 700 kHz.

In contrast to the state-differential case adjoining coils in the upper and lower ring were combined in counter-phase so as to simulate the 16 planar gradiometers of our real system.

The diameter of the solenoid excitation coils was 60 mm, their height 1 mm and their thickness 1 mm. The exciters were placed in groups of 8 with their
centers on two rings with radii of 125 mm in two transversal planes of the cylinder. The lower ring is rotated by 22.5 degrees versus the upper one in order to achieve a lower degree of symmetry. The quadratic receiver coils with an edge length of 40 mm were placed with their centers on two symmetrically arranged parallel rings with a radius of 120 mm, each comprising 16 evenly spaced coils. The orientation of the windings were opposite in both rings so that the 16 vertical pairs can be combined to planar gradiometers as published previously [26]. The measured data were simulated in terms of induced voltage changes when changing the conductivity of the spherical perturbation from 0.2 S/m (= background conductivity, homogeneous cylinder) to 0.3 S/m. The permittivity was kept constant with 80 in all compartments. The excitation frequency was 100 kHz.

This arrangement was chosen as model system for our analysis because of two reasons:

(1) It represents a true 3-D-arrangement which delivers theoretically 512 independent measuring combinations, i.e. 512 data points for one image reconstruction

(2) it is similar to our experimental system which employs 16 excitation sites in one plane and 14 planar gradiometers which are formed by connecting in counter-phase the coils in the upper and in the lower receiver plane. This arrangement is, of course, more symmetric and provides only 216 theoretically independent data points due to the differential measurement scheme. However, the remaining dimensions and chosen parameters of our model are very similar to those of our experimental MIT prototype which will be described in detail in the subsection ‘Experimental phantom images’.

Two different meshes A and B were used for the generation of an artificial dataset and for the reconstruction. Mesh A comprised 11000 elements within the cylinder and approximately 1200 in the spheres while mesh B comprised 17000 elements for the homogeneous cylinder without perturbation. In both cases the diameter of the surrounding spherical surface which approximated the far boundary was chosen with 1m, requiring a number of approximately 30000 elements (mesh A) and 50000 elements (mesh B), respectively. Uncorrelated Gaussian noise was added to the voltage data in
order to simulate the noise of the receiver channels. This type of noise, although common practice in simulations of this type, is not entirely valid for real situations. In addition the noise of the excitation coils is propagated to all receiver coils, thus resulting in a certain amount of correlated noise in all receiver channels. This phenomenon has been studied in detail for EIT [6], but should be disregarded here for simplicity.

The calculation of the complete sensitivity matrix required 48 forward solutions according to the Mortarelli-approach.

Evaluation:
The following tests were performed:
(1) Monte-Carlo-study with 50 state-differential reconstruction runs for each regularization method and an SNR of 64 dB, 50 dB and 44 dB, respectively. The results for 64 dB were plotted as images of the mean reconstructed image values.
(2) Comparison of the state-differential images for all methods with an SNR of 64 dB, 50 dB and 44 dB. The comparison was done with the following performance measures
- Mean and standard deviation of the image values within the spherical perturbations and within the background. This quantifies the correctness of the reconstructed values as well as the degree of homogeneity;
- maximum reconstructed value (L∞-norm) to account for the extremes;
- median and maximum of the filtered images after filtering with a gradient filter so as to account for the sharpness of the edges of the perturbations;
- outward shift of the spheres in the reconstructed image (fidelity of the location). This shift was determined by localizing the center of gravity for each spot within a wedge-shaped search region with a height of 2.6 times the sphere’s radius and excluding the outermost 2mm as well as the innermost 40mm in radial direction from the center. The restriction of the search region to this volume prevented spurious contributions from outliers and negative image values far away from the real perturbing regions.

(3) Visualization of single state-differential images for those two regularization methods which yielded the best apparent resolution of the two perturbations at an SNR of 64, 50 and 44 dB, respectively.

(4) Visualization of single frequency-differential images from data with a simulated SNR of 64 dB. The regularization was done with the unit matrix and a regularization parameter \( \lambda \) of 5.1*10-18.

(5) Quantification and visualization of a relative conductivity spectrum reconstructed from the multi-frequency data with the simulated Cole-model.

Experiment \( l \) phantom images
In order to test the capability of the algorithm for reconstructing images from real data, a state-differential and a frequency-differential experiment were carried out with the
previously mentioned prototype MIT system. For the state-differential measurement an agar-
sphere with 2 S/m and a radius of 20 mm was immersed in a saline filled tank with 1 S/m. The measurement frequency was chosen with 306 kHz. State-differential data were
simulated by shifting the agar-sphere from its original position (x=0 y=50 z=24) to (x=-50 y=0 z=24) [mm], i. e. by rotating it about the cylinder axis by 90°.

Frequency differential approach

A cylindrical piece of potatoe with a diameter and height of 40 mm, respectively, was
placed at [x=65mm, y=0mm, z=40mm] The conductivity of the tank was adjusted to 0.2 S/m and a multi-sine excitation pattern was applied to the EXC. Again the acquisition
time per position was 20 ms. After data acquisition a single-step reconstruction was
carried out with an f_{ref} of 300 kHz and a test frequency f of 400 kHz. Regularization was
done with the unit matrix and an optimal regularization parameter according to an SNR
of about 40 dB. According to the β-dispersion of the potato the conductivity difference
between 300kHz and 400kHz was only 0.035 S/m as measured with a four-needle
electrode array and a commercial impedance analyzer (Solartron 1260). Such a small
contrast represents a real challenge for both the measurement system and the
reconstruction process.

3. Results

Assuming a SNR of 44 dB the singular values of $G$ begin to drop below the noise level
at approximately #200, i. e. $G$ has an effective rank of no more than 200.

Fig 4 shows the mean reconstructed images of the Monte-Carlo study with an SNR of 64
dB. The tuning parameters were chosen as listed in table 1.

![Fig 4](image)

**Fig 4.** dependence of the theoretical normalized resolution on the noise level. Curves
are depicted for noise-free data (TSVD with truncation level 512) and TSVD
with truncation levels corresponding to a SNR of 44, 50 and 64 dB, respectively.
The four panels refer to the four different regularization methods, whereby transversal and sagittal cross sections through the center of the cylinder are shown. In all cases the two perturbations can be recognized as diffuse bright disks. The dotted circles in the figures delineate the original position of the perturbing spheres.

With an SNR of 64 dB the two spheres can be resolved comparatively easily with all four methods. With 50 dB the resolution is at the limit for IM and NM, the image values in the notch between the two peaks being around 71% of the peak values. TSVD and NM cannot separate any more the two objects satisfactorily while VU still yields good separation. At higher noise the algorithms tend to shift the objects towards the borders of the cylinder, which is also reflected in table 2 when looking at the parameter ‘outward shift’. Here again the VU performs best because it produces the lowest shift. Table 2 summarizes the results for the performance parameters defined in sub-section ‘evaluation’.

Table 1: tuning parameters and corresponding regularization parameter for the used regularization methods at a frequency of 100 kHz.

<table>
<thead>
<tr>
<th>Regularization method</th>
<th>TSVD Truncation level</th>
<th>IM $\lambda$</th>
<th>NM $\lambda$</th>
<th>VU $\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR = 64 dB</td>
<td>182</td>
<td>2.40E-20</td>
<td>2.40E-20</td>
<td>2.35E-11</td>
</tr>
<tr>
<td>SNR = 50 dB</td>
<td>100</td>
<td>8.40E-19</td>
<td>8.80E-19</td>
<td>3.20E-10</td>
</tr>
<tr>
<td>SNR = 44 dB</td>
<td>68</td>
<td>1.25E-17</td>
<td>1.19E-17</td>
<td>7.40E-10</td>
</tr>
</tbody>
</table>

Table 2: Performance measures for the comparison of the reconstruction methods.

<table>
<thead>
<tr>
<th>method</th>
<th>parameter</th>
<th>SNR 64dB</th>
<th>SNR 50dB</th>
<th>SNR 44dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>IM</td>
<td>mean</td>
<td>0.0145</td>
<td>0.01436</td>
<td>0.00054</td>
</tr>
<tr>
<td>NM</td>
<td>mean</td>
<td>0.0143</td>
<td>0.0148</td>
<td>0.00056</td>
</tr>
<tr>
<td>VU</td>
<td>mean</td>
<td>0.015</td>
<td>0.019</td>
<td>0.00055</td>
</tr>
<tr>
<td>TSVD</td>
<td>mean</td>
<td>0.002</td>
<td>0.019</td>
<td>0.00054</td>
</tr>
<tr>
<td>IM</td>
<td>std</td>
<td>0.005</td>
<td>0.006</td>
<td>0.00291</td>
</tr>
<tr>
<td>NM</td>
<td>std</td>
<td>0.0045</td>
<td>0.0053</td>
<td>0.00294</td>
</tr>
<tr>
<td>VU</td>
<td>std</td>
<td>0.0059</td>
<td>0.01</td>
<td>0.0056</td>
</tr>
<tr>
<td>TSVD</td>
<td>std</td>
<td>0.0063</td>
<td>0.0084</td>
<td>0.004</td>
</tr>
<tr>
<td>IM</td>
<td>max</td>
<td>0.0029</td>
<td>0.029</td>
<td>0.00054</td>
</tr>
<tr>
<td>NM</td>
<td>max</td>
<td>0.0025</td>
<td>0.027</td>
<td>0.023</td>
</tr>
<tr>
<td>VU</td>
<td>max</td>
<td>0.0029</td>
<td>0.049</td>
<td>0.04</td>
</tr>
<tr>
<td>TSVD</td>
<td>max</td>
<td>0.037</td>
<td>0.042</td>
<td>0.033</td>
</tr>
<tr>
<td>IM</td>
<td>Median</td>
<td>0.82</td>
<td>0.82</td>
<td>0.75</td>
</tr>
<tr>
<td>NM</td>
<td>Median</td>
<td>0.61</td>
<td>0.71</td>
<td>0.135</td>
</tr>
<tr>
<td>VU</td>
<td>Median</td>
<td>1.23</td>
<td>1.18</td>
<td>0.45</td>
</tr>
<tr>
<td>TSVD</td>
<td>Median</td>
<td>1.13</td>
<td>1.07</td>
<td>0.242</td>
</tr>
<tr>
<td>IM</td>
<td>max</td>
<td>1.71</td>
<td>1.46</td>
<td>1.46</td>
</tr>
<tr>
<td>NM</td>
<td>max</td>
<td>1.64</td>
<td>1.26</td>
<td>0.93</td>
</tr>
<tr>
<td>VU</td>
<td>max</td>
<td>3.43</td>
<td>3.2</td>
<td>2.44</td>
</tr>
<tr>
<td>TSVD</td>
<td>max</td>
<td>3.08</td>
<td>2.86</td>
<td>1.77</td>
</tr>
<tr>
<td>IM</td>
<td>outward</td>
<td>0.0044</td>
<td>0.006</td>
<td>0.01</td>
</tr>
<tr>
<td>NM</td>
<td>outward</td>
<td>0.0034</td>
<td>0.0048</td>
<td>0.01</td>
</tr>
<tr>
<td>VU</td>
<td>outward</td>
<td>0.0031</td>
<td>0.0045</td>
<td>0.004</td>
</tr>
<tr>
<td>TSVD</td>
<td>outward</td>
<td>0.0022</td>
<td>0.0058</td>
<td>0.0078</td>
</tr>
</tbody>
</table>
At an SNR of 44 dB the images are in general comparatively poor. IM and NM interestingly allow a clear separation of two objects, but their localization is very poor, the outward shift being extremely large. VU still provides a comparatively correct localization at the cost of separability. TSVD fails to produce a clear image.

IM and NM perform nearly identically, also their optimal regularization parameters are almost identical. VU yields, in general, larger reconstructed values in the perturbed regions but also a larger STD. The mean reconstructed values differ from the true perturbation by a factor of up to 7 at an SNR of 64 dB. At higher noise levels the discrepancy increases. This is due to the non-iterative nature of the algorithm, because the iteration step in (7) yields approximately the correct search direction but usually a wrong step width. The highest mean values are provided by VU and TSVD, the drop with the noise levels being lowest. However, on the other hand VU yields the highest standard deviations. Moreover VU tends to produce more pronounced ‘ghost objects’ in the homogeneous region than IM and NM. When comparing the images filtered with the gradient filter the VU yields the highest values, i.e. it appears to be the most edge-preserving method.

Finally single reconstruction results are shown in fig. 5 for IM and VU at all three SNR levels. It is clearly visible that VU yields better localization of the perturbations but a poorer overall appearance of the image.

\[ \begin{align*}
\text{IM 64dB} & \quad \text{IM 50dB} & \quad \text{IM 44dB} \\
\text{VU 64dB} & \quad \text{VU 50dB} & \quad \text{VU 44dB} \\
\text{2.98e-02} & \quad \text{8.83e-03} & \quad \text{5.76e-03} \\
\text{7.22e-03} & \quad \text{7.75e-03} & \quad \text{4.47e-03} \\
\text{1.96e-02} & \quad \text{5.77e-03} & \quad \text{9.45e-03} \\
\end{align*} \]

\textbf{Fig. 5} theoretical normalized resolution for the four regularization methods at a SNR of 50 dB.

Fig. 6 shows the reconstructed conductivity difference at 100, 300 and 700 kHz with a reference frequency of 200 kHz for the frequency differential approach. Transversal and sagittal cross-section of the cylinder are depicted which contain the center of the perturbation.

\[ \begin{align*}
\text{IM 64dB} & \quad \text{IM 50dB} & \quad \text{IM 44dB} \\
\text{VU 64dB} & \quad \text{VU 50dB} & \quad \text{VU 44dB} \\
\text{2.98e-02} & \quad \text{8.83e-03} & \quad \text{5.76e-03} \\
\text{7.22e-03} & \quad \text{7.75e-03} & \quad \text{4.47e-03} \\
\text{1.96e-02} & \quad \text{5.77e-03} & \quad \text{9.45e-03} \\
\end{align*} \]
Fig. 6 Panel A: CNR for TSVD as a function of the normalized x-coordinate (relative to the cylinder radius) and in dependence on the noise level. Panel B: comparison of the four methods at a SNR of 50dB.

The position of the perturbing sphere is localized fairly correctly, however there is a certain outward shift and considerable smearing. The latter is probably due to the fact that the sphere was placed in the median plane where the gradiometers have very low sensitivity. Placing the sphere more eccentrically is expected to improve the images considerably. The scaling of the data is clearly visible when comparing the reconstructed differences (see colorbar) with the true ones (-0.012 S/m between 200 and 300 kHz and 0.0089 S/m between 700 and 300 kHz). The resulting factor lies in the range of 20.

Table 3 shows the values of the relative differential spectrum s(f) at 5 discrete frequencies. The relative error between reconstructed and expected values remained below 2.5 % in any case. In fig. 7 the corresponding graphical representation of the relative spectra is given.

<table>
<thead>
<tr>
<th>frequency</th>
<th>true value</th>
<th>reconstructed value</th>
<th>Relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>kHz</td>
<td>S/m</td>
<td>S/m</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1.24</td>
<td>1.217</td>
<td>-1.89</td>
</tr>
<tr>
<td>400</td>
<td>1.332</td>
<td>1.309</td>
<td>-1.72</td>
</tr>
<tr>
<td>450</td>
<td>1.358</td>
<td>1.330</td>
<td>-2.09</td>
</tr>
<tr>
<td>600</td>
<td>1.402</td>
<td>1.377</td>
<td>-1.75</td>
</tr>
<tr>
<td>700</td>
<td>1.418</td>
<td>1.386</td>
<td>-2.23</td>
</tr>
</tbody>
</table>
**Fig. 7** Mean images of the Monte-Carlo study. Reconstructed $|\Delta \kappa|$ (transversal and saggittal section through the origin) for the spherical perturbations with four different regularization matrices and a SNR of 64 dB.

*Experimental images from phantoms:*

Fig. 8 shows the dynamic image when rotating the agar-sphere about the cylinder axis by 90°. The top view was obtained as a transversal cross section through the center of the agar-sphere at $z=24$ mm. The side view is a sagittal cross-section through the cylinder axis, i.e. it shows only the results at the location where the sphere disappears during the experiment. In the top view two spots with the correct sign can be recognized, whereas the mean reconstructed values are again a factor of 7 too low and are therefore not shown explicitly.

**Fig. 8** Mean images of the Monte-Carlo study. Reconstructed $|\Delta \kappa|$ (transversal and saggittal section through the origin) for the spherical perturbations with four different regularization matrices and a SNR of 50 dB.
The localization is fairly correct, but the peaks are somewhat shifted. In the side view a ghost object with negative sign appears in addition to the correct spot in the lower half-space. It is placed exactly symmetrical to the median transversal plane which is due to the special symmetrical measurement setup by using gradiometers. The gradiometers produce difference data between the upper and the lower ring of receiver coils. This yields ambiguous measurement data which do not allow to decide whether a positive perturbation has occurred in the upper half of the cylinder or a negative one in the lower half. Thus the algorithm tends to reconstruct two objects. This effect occurs also with simulated data and disappears if the degree of symmetry of the arrangement is lowered. Unfortunately this was not possible up to now with our hardware but will be an important issue for future improvements.

Fig. 9 shows the frequency-differential image of the cylindrical piece of potato. Transversal and sagittal cross-section of the cylinder are depicted which contain the center of the perturbation.

![Image](image_url)

**Fig. 9** Comparison of single-shot images for VU and IM at the three different noise levels.

The position of the potato is localized fairly correctly, however there is a certain outward shift and considerable smearing due to the low experimental SNR of only 40 dB. This high noise level was due to undulations of the tank medium in response to the rotation of the sample.
4. Discussion

The shown results demonstrate the feasibility of image reconstruction from MIT-data with the same methods as suggested for EIT. This finding is not self-evident, as the sensitivity distribution is significantly different in EIT and MIT [27][29][31]. In EIT the region of maximum sensitivity is located in between the equipotential surfaces which meet the surface at the detection electrodes, i.e. within a tube-shaped region which connects injection and detection sites. As shown in [27][29] in MIT the sensitivity is not concentrated within a field tube between excitation and receiver coil but increases with the distance from the tube axis, according to the increase of the eddy current density. This may be the main reason why the reconstructed solution tends to be displaced towards the nearest border of the cylindrical tank, especially at higher noise levels. An extreme case for this effect can be observed if the perturbation is placed exactly in the origin and if the senders and receivers are all in the same plane (image not shown due to space restrictions). Instead of the expected spot in the origin two widely separated spots appear on the cylinder axis close to the top and bottom of the cylinder, respectively. In fact such a coil arrangement cannot distinguish between an object in the center and two objects on the cylinder axis placed symmetrically with respect to the origin, because it is always possible to find two corresponding conductivity changes so that the field perturbations in the median plane are the same. Obviously, in this ambiguous situation, the algorithm favors the splitted solution according to the sensitivity distribution. A similar ambiguity occurs when using differential sensors, such as the gradiometers employed in our setup. For getting rid of such artifacts it is very important to use a less symmetric transceiver setup which provides enough spatial information in 3-D.

The low number of significant singular values even at comparatively low noise (64 dB SNR) suggests that, similar as in EIT, a significant amount of sensor combinations does not provide enough independent information. Intuitively one would expect this finding because there exist pairs of excitation/receiving coils which nearly fulfill the reciprocity condition and hence reduce the amount of useful combinations to about half of the number of possible combinations, i.e. to 256 in our case.

Further investigations should determine the maximum ‘useful’ number of sensors in one plane, i.e. that number beyond which additional sensors do not increase the resolution any more significantly. Adding more sensors off-plane may add more 3-D-information and hence still provide improvement. This possibility has also to be studied in further research.

When comparing the regularization schemes after application of the Morozov-criterion, the IM and the NM approach yield the smoothest solutions, as expected. However, they also tend to displace the perturbations towards the border of the tank. The best localization is obtained with VU, probably because the imposed variance counteracts somewhat the lower sensitivity in the center of the object. However, VU yielded also the highest STDs, i.e. the less homogeneous images and more pronounced ghosts. The gradient filter revealed VU to produce the sharpest edges of the perturbations. TSVD provides the poorest images at higher noise levels. In terms of separability of the two perturbations VU performs best, especially when also taking into account the correct localization. In neither case, however, the single-step solution
provides the correct values for $\Delta \kappa$. Even with an SNR of 64 dB the reconstructed differences are too low by a factor of at least 7, thus demonstrating that the method yields the correct search direction but not the correct step size. First experiments with smaller models and at least 10 iterations show that the solution converges towards the correct values. Nevertheless the single-step method may be completely justified in cases where only qualitative changes are sought for or where proportions are to be reconstructed, e.g. in frequency differential spectroscopic imaging. Therefore the area of applicability of a single-step approach has to be analyzed carefully in future work.

At least for the shown examples MIT appears relatively robust against Gaussian measurement noise. Adding noise to the data with an SNR of 64 dB produces a stable and distinct solution. Even an SNR of 44 dB allow the recognition of the two spheres when applying the correct regularization. This result is very important for the practical implementation because, due to technical reasons, MIT is expected to yield low SNR (50 dB) at frequencies as low as 100 kHz, which are interesting for the imaging of pathophysiological processes [28,26]. However, our results have only been achieved with two single focal perturbations with a relatively diameter of 20% of the background object. In a more advanced study the stability and the resolution of the images should be investigated for a series of perturbations with different diameter and spacing. For the monitoring of brain edema, where the processes under investigation are usually focal or even generalized our approach may be sufficiently stable.

As to the detectability of spherical perturbations in a human brain simulation results in [18] have shown that a sphere with a diameter of about 40 mm, a background conductivity of 0.1S/m and a contrast of 2 yields a SNR of 24 dB at 100 kHz when applying 1 A to an excitation coil with 45 turns and a receiver coil with 1 turn. The assumed acquisition time was 200 ms. With our present technology single shot images are generated with an acquisition time of 20 ms, an excitation coil with 5 turns and a current up to 20A. The receiver coils have 40 turns with otherwise unchanged geometry. This means an overall increase in SNR by 28dB. Extrapolating the analysis given in [28], an improvement of the SNR by a factor of 5-10 is still technically possible, thus reaching 50 - 60dB, which is obviously sufficient for producing fairly acceptable difference images.

The last images show how to exploit the frequency dependence of the tissue conductivity. A multi-frequency approach with measurement frequencies between several tens of kHz and several MHz is expected to significantly increase the available information and thus the quality of the images. Possible applications may then in fact be the same as for EIT (lung function monitoring, lung edema monitoring) and hydration monitoring in the brain.
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