ABSTRACT. Two new approaches for solving the image registration problem are investigated. Both use optimal warping and an elastic registration approach and are based on solving the Monge-Ampère equation fundamental to the Monge-Kantorovich theory for optimal mass transport. The key idea of the first method is to find a steady state solution to the parabolic Monge-Ampère equation. The second approach uses a fluid mechanics formulation of the optimal mass transfer problem. Several examples are given to demonstrate the performance of the methods.

1 Introduction Volumetric image registration is the process in which a geometric transformation between two images, one of which is called the template, and the other the target, is found such that features in one image are mapped to the homologous features in the other. For matching anatomical images, these transformations are ideally desired to be bijective (one-to-one, and onto) so that neighborhood structure is maintained, and continuous with continuous inverse, so that tears are not created by the transformation. Also, geometric transformations act purely on the background domain and the image intensity values are merely labels, or material, that is transported by the transformation from one location to another within the domain. The quality of the registration is measured by a data-attachment term which captures how well the transformed template image matches the target image, and from all the different transformations that could yield the same quality of registration, an optimal one is determined by computing an index of the efficacy of the transformation, such as smoothness. These two terms may be merged together into a single cost function, with optimization used to find a candidate optimal transformation.

The existing methods for computing volumetric registration can be
classified based on how they model the data-attachment term, and the transformation model itself. The data-attachment term can be based on specification of correspondences (often prescribed on a small set of landmarks, curves or surfaces) [4, 8, 15, 30, 43, 45] or some index of similarity on the image intensity values itself ranging from the usual $L^2$ norm of the error, the mutual information cost suited for cross-modality matching, correlation, to a rich set of attribute vectors [14, 19, 25, 27, 29, 35, 37, 39]. The transformation model can be low dimensional (affine), or high dimensional models using displacement vector fields (elastic methods) or time-dependent vector fields (the so-called "fluid" or large deformation diffeomorphism based methods) [14, 16, 17, 20, 25, 30, 33, 37, 40, 41]. Excellent overview and discussion of these methods can be found in [21, 36, 44].

Volumetric registration has also been formulated as an optimal mass transport problem. Mathematical models of transporting material from one location to another at minimal cost were extensively studied by Monge in 1781 and by Kantorovich in 1942, and are known as the Monge-Kantorovich theory of optimal mass transport. Haker et al. [22] proposed an elastic registration method which is solved via an optimal warping based on deriving a partial differential equation to minimize the $L^2$ Kantorovich-Wasserstein distance under a mass preservation constraint. In this paper we present two new approaches to the optimal warping solution of the elastic registration problem which are based on solving the Monge-Ampère equation (MAE) found in the Monge-Kantorovich theory of the optimal mass transport problem. Our first approach for registration is based on finding a steady state solution of a suitable time dependent parabolic Monge Ampère equation (PMAE). This steady state solution is the solution of the original Monge-Ampère equation derived in the Monge-Kantorovich theory. The second approach is based on solving the optimal mass transport problem in a fluid dynamics framework (see [6, 7]), where we treat the image intensities as densities. The first formulation is solved via standard finite differences and the second using the saddle-point description of Benamou and Brenier [6]. Our optimal solution of the $L^2$ Monge–Kantorovich problem is hence obtained as the gradient of the steady-state solution of a parabolic partial differential equation starting from an identity mapping. In [22, 23, 24], the optimal mapping is found as a gradient flow that requires constructing an initial map found by solving a family of one-dimensional mass transport problems.
2 The optimal mass transport problem

We first briefly review the original Monge-Kantorovich optimal transport problem (MKP), see [1, 2, 18] for more details on the subject. Let the domains \( \Omega_0 \) and \( \Omega_1 \) be given as subsets of \( \mathbb{R}^d \) and scalar functions \( \rho_0 : \Omega_0 \to \mathbb{R} \) and \( \rho_1 : \Omega_1 \to \mathbb{R} \) be defined on the domains \( \Omega_0 \) and \( \Omega_1 \), respectively, such that they are both bounded and positive definite. These functions model the density of material, and the integral density over a given volume is the mass of material in that volume. It is assumed that the total mass of the material is normalized to one,

\[
\int_{\mathbb{R}^d} \rho_0(x) \, dx = \int_{\mathbb{R}^d} \rho_1(x) \, dx = 1.
\]

The transport problem seeks to find a mapping \( \phi : \Omega_0 \to \Omega_1 \) that moves the point \( x \in \Omega_0 \) to location \( \phi(x) \in \Omega_1 \) with displacement \( u(x) = \phi(x) - x \) such that the density of material \( \rho_0 \) in domain \( \Omega_0 \) is transferred to become the density \( \rho_1 \) given in the domain \( \Omega_1 \). This is the data matching constraint of the problem. Mathematically, the mass of material in any bounded subset \( \Omega \subseteq \Omega_1 \) must then equal the mass of material coming from the pre-image \( \phi^{-1} (\Omega) \subseteq \Omega_0 \), i.e.,

\[
\int_{\phi^{-1}(\Omega)} \rho_0(x) \, dx = \int_{\Omega} \rho_1(x) \, dx
\]

for all bounded subsets \( \Omega \subseteq \Omega_1 \).

If \( \phi(x) \) is a smooth one-to-one map then by a change of variables, (2.2) leads to the Jacobian equation

\[
\rho_1(\phi(x)) |D \phi(x)| = \rho_0(x),
\]

where \( |D \phi(x)| \) is the determinant of the Jacobian that describes the distortions of the local area element induced by the map \( \phi \). The solution to (2.3) is not unique as it is only one equation involving \( d \) unknowns. We need an additional closure condition to determine uniqueness. For our closure condition we seek the solution which minimizes the cost functional

\[
C(\phi) = \int_{\Omega_0} |\phi(x) - x|^p \rho_0(x) \, dx.
\]

The same task, framed in terms of finding the optimal displacement vector fields \( u \), takes the form of optimizing

\[
C(u) = \int_{\Omega_0} |u(x)|^p \rho_0(x) \, dx.
\]
For $p = 1$, one can interpret this as being an overall measure of effort required or *work done* to transform one pile of mass to another. The amount of work required to transfer one mass density to another can also be interpreted as a measure of a distance between them; if the piles of mass are *similar*, then the amount of work needed to transfer one to the other will be correspondingly small. This is an intuitive motivation for the $L^p$ Kantorovich (or Wasserstein) distance between the given density functions $\rho_0$ and $\rho_1$ that is defined as

$$d(\rho_0, \rho_1) = \inf_{\phi} \left( \int_{\Omega} |\phi(x) - x|^p \rho_0(x) \, dx \right)^{\frac{1}{p}}. \tag{2.6}$$

In terms of displacements, we can write the above distance as equivalently being

$$d(\rho_0, \rho_1) = \inf_u \left( \int_{\Omega} |u(x)|^p \rho_0(x) \, dx \right)^{\frac{1}{p}}. \tag{2.7}$$

For $p = 2$, both of the cost functions (2.4) and (2.5) are essentially a form of Euclidean distance weighted by the mass being transferred. A one-to-one mapping $y = \phi(x)$ that satisfies (2.3) and minimizes the cost (2.4) (or equivalently (2.5)) is then called an *optimal solution* to the $L^p$ Monge-Kantorovich transport problem.

In this paper, we only concern ourselves with the $L^2$ costs (where $p = 2$) because of its mathematical simplicity and because of its links to existing registration methods. For this case, Brenier and Benamou [6] show a direct link between the $L^2$ MKP and fluid dynamics. As well, the cost (2.4) for $p = 2$ has known desirable mathematical properties and has been used extensively in diverse fields of applications, such as mathematical finance, functional analysis, atmospheric sciences, shape recognition in image processing, computer vision, and signal processing (see [46] and the references therein).

In this paper, we use an optimal transportation framework to perform image registration. While the optimal transport problem was motivated by problems in finding good ways to transport material piles from one location to another, the same formulation can also be used for finding a mapping between two given gray-scale images. In this case, the density functions are replaced by the image intensity functions (also bounded and positive). The $L^2$ Kantorovich distance is a quantitative information measure for comparing two different density functions (intensity
functions for the case of images). This makes the approach useful for image registration, particularly for medical images.

Here, we are seeking maps which deform one image to another while minimizing the cost of moving the pixels. Because pixels have, unlike sand, no intrinsic weight, this approach may at first seem naive. However, the minimizer of the transport problem has many regularity properties which make it well suited for this mapping problem. Indeed, using the cost (2.4) for finding the optimal solution leads to a very similar form to the fluid image deformation method of Beg et al. [5] and to that of Haker et al. (see [3, 22, 23, 24]). However, we use a different and simpler approach to solve for the optimal mapping.

The basic theoretical result for the $L^2$ MKP (see [32]) which motivates what follows is in [9]. Brenier proves that there is a unique optimal solution $y = \phi(x)$ characterized as the unique mapping which transfers $\rho_0$ to $\rho_1$, and that it can be written as the gradient of a convex potential function $\Psi(x)$, i.e.,

\begin{equation}
\hat{\phi}(x) = \nabla \Psi(x).
\end{equation}

Substituting (2.8) into (2.3) shows that $\Psi$ is a solution of the Monge-Ampère equation (MAE)

\begin{equation}
|D^2 \Psi(x)| \rho_1(\nabla \Psi(x)) = \rho_0(x),
\end{equation}

where $D^2 \Psi$ denotes the Hessian matrix of $\Psi$. The solution of the $L^2$ Monge-Kantorovich mass transfer problem thus reduces to solving the Monge-Ampère equation (2.9). The resulting map is one-to-one, since it is the gradient of a convex function. Moreover, $\Psi(x)$ is unique up to affine transformations which are generally specified by the boundary conditions. Nevertheless, solving (2.9) can itself be very challenging.

It is helpful to observe that the solution form (2.8) implies that the mapping is a Legendre transformation. Such mappings have the property that they are invertible and that their inverses are also Legendre transformations with a special structural relation between them [38].

3 The PMAE approach to solve the MKP In this section, we present our alternative approach to solve for the optimal mapping in 2- or 3-dimensional space. The approach involves finding a solution to (2.9) as a steady state solution of the parabolic Monge-Ampère equation (PMAE)

\begin{equation}
\frac{\partial \Psi}{\partial t} = \log \left( \frac{|D^2 \Psi| \rho_1(\nabla \Psi)}{\rho_0(x)} \right),
\end{equation}

where $D^2 \Psi$ denotes the Hessian matrix of $\Psi$. The solution of the $L^2$ Monge-Kantorovich mass transfer problem thus reduces to solving the Monge-Ampère equation (2.9). The resulting map is one-to-one, since it is the gradient of a convex function. Moreover, $\Psi(x)$ is unique up to affine transformations which are generally specified by the boundary conditions. Nevertheless, solving (2.9) can itself be very challenging.

It is helpful to observe that the solution form (2.8) implies that the mapping is a Legendre transformation. Such mappings have the property that they are invertible and that their inverses are also Legendre transformations with a special structural relation between them [38].
We integrate (3.1) in conjunction with the initial and Neumann boundary conditions

\( \Psi(x, 0) = \Psi_0(x) = \frac{1}{2} x \cdot x^T \)

and

\( \nabla \Psi \cdot n = x \cdot n \) on \( \partial \Omega \),

where \( n \) denotes the unit outward normal vector field to \( \partial \Omega \). These boundary conditions ensure that the boundaries of the images map to each other. The choice of the boundary condition (3.3) is appropriate since in image registration it is always possible to adjust the two images such that the active area of the deformation is away from the boundary.

A number of theoretical issues, such as convergence, stability and regularity, arise when solving the nonlinear partial differential equations to steady state. It is known that the elliptic Monge-Ampère equation (2.9) has a unique solution and that its regularity is determined by the regularity of the densities and the domain. Caffarelli [12, 13] has shown that if \( \Omega_1 \) is convex, and \( \rho_0 \) and \( \rho_1 \) are bounded, then (2.9) has solution such that (i) the mapping is one-to-one as \( \Psi \) is strictly convex; (ii) the mapping is continuous as \( \Omega \in C^{1,\beta} \) for some \( \beta > 0 \); (iii) if \( \rho_0 \) and \( \rho_1 \) are continuous then the Jacobian of the mapping is in \( L^p \) for every \( p \) and (iv) if \( \rho_0 \) and \( \rho_1 \) are \( C^{q} \) then \( \Omega \in C^{p} \) for all \( p < q \).

Caffarelli’s results provide restrictions on the regularity of the mapping when the densities are discontinuous and where there are corners in the domains. It is important to note that these issues are real and not merely technical. In Section 5 we construct an exact mapping for a pair of discontinuous densities and see that the mapping is continuous while its gradient is not. Calculations presented in [10] show that there is a compatibility condition for smooth mappings between domains with corners. This condition is trivially satisfied when the normal derivative of both densities is zero on faces, which generally be ensured for the image registration problem (possibly by adjusting the domains). Hence, in practice the continuity of the mapping is guaranteed, and regularity is determined by the regularity of the image, for example mappings of binary images will have piecewise discontinuous gradients.

There are additional technical details to consider when solving the evolutionary equation (3.1). Convergence to this stationary solution is proved by standard sub- and super-solution arguments—e.g., see Budd and Williams [11], who solve parabolic Monge-Ampère equations of a
similar form to (3.1) in the context of developing moving mesh methods to solve PDEs, and they show as well that there is an exponential convergence in a neighborhood of the stationary solution \[ 10 \]. Recently, Sulman \[ 42 \] describes the global existence, uniqueness and convergence of the solution of the initial boundary value problem (3.1), (3.3), (3.2) to the unique solution of the Monge-Ampère equation (2.9) under suitable regularity and structure on \( \Omega, \rho_0, \rho_1 \) and \( f \). Thus, the evolution of (3.1) converges to the solution of (2.9).

In order to obtain an approximate solution to the original MAE (2.9), we solve (3.1) with suitable temporal initial and spatial boundary conditions to obtain the limiting solution \( \Psi^\infty \) as \( t \to \infty \). The optimal transformation \( \hat{\phi} \) is then obtained by taking the gradient of \( \Psi^\infty \), i.e., \( \hat{\phi} = \nabla \Psi^\infty \). The corresponding flow \( \phi(x, t) \) for the image warping (deformation) is defined as

\[
\phi(x, t) = x + t(\nabla \Psi^\infty(x) - x), \quad x \in \Omega_0, \quad 0 \leq t \leq 1.
\]

The formula (3.4) is a direct consequence of Benamou and Brenier \[ 6 \] fluid dynamic formulation of the \( L^2 \) Monge-Kantorovich formulation. The formula (3.4) shows that at time \( t = 0 \), \( \phi \) is the identity map and at \( t = 1 \), it is the optimal solution of the \( L^2 \) Monge-Kantorovich problem. Thus, the formula (3.4) can be used to define continuous warping map \( \phi \) between the initial density \( \rho_0 \) and the final density \( \rho_1 \). The interpolation (3.4) generates the density and velocity which minimize the related functional (cf. 4.3 below), although other interpolation methods could also be used, such as that in \[ 26 \].

We have focused on constructing a time-like formulation (3.1) to solve (2.9) in order to compare it to other time-like methods, permit solving problems with dynamic densities, and enable use of the computed solution as an interpolant. Work on developing a numerical method which alternatively solves the elliptic problem (2.9) directly is currently underway as well.

3.1 Computational details In this section, we discuss some of the numerical details of solving (3.1) for the solution \( \Psi \) and its gradient to find the optimal transformation. For the examples presented in Section 5, we use a standard centered finite difference scheme for the spatial discretization of (3.1) and an explicit scheme such as forward Euler or a higher-order Runge-Kutta scheme in time. The simplest algorithm to compute \( \Psi \) is the following:

1. Given \( \Psi^\infty \).
2. Compute the spatial derivatives $D^2\Psi^n$ and $\nabla \Psi^n$.
3. Interpolate $\rho_1$ onto $\nabla \Psi^n$.
4. Set
   \[ F^n = \log \left( \frac{|D^2\Psi|\rho_1(\nabla\Psi(x))}{\rho_0(x)} \right). \]
5. Update $\Psi^n$: $\Psi^{n+1} = \Psi^n + \Delta t F^n$.
6. If $\|\nabla F^n\| < \tau$ STOP, else set $n = n + 1$ and go to 3.1.

We iterate as $t \to \infty$, and in practice stop when the steady state map is approximated sufficiently well, viz., when $\|\nabla(\Psi^{n+1} - \Psi^n)\|_{L^2} \leq \Delta t \tau$, for some specified tolerance $\tau$ and time-step $\Delta t$. Using $\Delta t$ in the stopping criterion guarantees that the time derivatives of the map itself is small. Also, while the integrals of the original image intensities are normalized to unity, numerical error can perturb this, leading to a solution for the potential $\Psi$ which can slowly translate uniformly in time with no impact on the mapping $\phi = \nabla \Psi$.

3.2 Boundary and initial conditions

The method is applied to 2D or 3D images defined on a unit square or unit cubic domain, respectively, using the Neumann conditions

\[ \frac{\partial \Psi}{\partial x_i} = 0, \quad \text{on } x_i = 0, \quad \frac{\partial \Psi}{\partial x_i} = 1, \quad \text{on } x_i = 1, \quad i = 1, 2, \text{ or } 3. \]

We start with a uniform mesh, taking $\Psi(x, 0) = \frac{1}{2}x^T x$. Using this and equation (3.5), the method is simple and efficient, with no need to compute an initial mapping.

3.3 The stopping criterion

We derive the stopping criterion based on the observation that the gradient of the solution of the Monge-Ampère equation (2.9) is unique. Therefore, if the steady-state solution of (3.1) exists then it is unique up to a constant, i.e., $\nabla \Psi^\infty$, is the unique minimizer of the cost functional (2.4), for $p = 2$. This concludes that the functional

\[ C(\Psi(x, t)) = \int_{\Omega_c} |\nabla \Psi(x, t) - x|^2 \rho_0(x) \, dx \]

is decreasing in time and its minimum is achieved as $t \to \infty$. Thus, $\|\nabla \Psi(x, t) - x\|_2, \; t > 0$, changes slowly, with respect to $x$, close to the steady-state solution. This means that

\[ \nabla \Psi \to 0 \text{ as } t \to \infty, \]
where $\Psi_t$ is the partial derivative of $\Psi(x, t)$ with respect to $t$. Therefore, we use the following convergence criterion

\begin{equation}
\text{res}^n = \| \nabla \Psi^n_t \|_2 = \left( \int_{\Omega} |\nabla \Psi_t(t, t^n)|^2 \, dx \right)^{\frac{1}{2}} \leq \tau,
\end{equation}

where $\tau$ is the user defined tolerance.

4 Fluid dynamics formulation of the MKP

The Monge-Ampère equation (2.9) is fully nonlinear and raises many numerical challenges. In order to avoid solving equation (2.9) directly, Benamou and Brenier introduce a fluid dynamics framework for the Monge-Kantorovich problem in [6]. To this end, they fix a time interval $[0,T]$ which for simplicity we take to be $[0, 1]$, and consider all possible sufficiently smooth time-dependent density and velocity fields $\rho_t(x) > 0, v_t(x) \in \mathbb{R}^d$ which satisfy the continuity equation

\begin{equation}
\frac{\partial \rho_t}{\partial t} + \nabla \cdot (\rho_t v_t) = 0
\end{equation}

for $0 \leq t \leq 1, x \in \mathbb{R}^d$ and the initial and final conditions

\begin{equation}
\rho_0(\cdot) = \rho_0, \quad \rho_1(\cdot) = \rho_1.
\end{equation}

Here, the $\rho_t$ notation denotes a time-dependent flow of density functions that is to be computed as part of the solution.

That is, the velocity fields transfer the initial density $\rho_0$ to the final density $\rho_1$. If we were to follow the motion of a point $x \in \Omega_0$, then it now follows a time-dependent trajectory $\phi_t(x), t \in [0, 1]$ and the final position of this point in the destination is $\phi_1(x)$. Thus, the overall displacement of the point needed to reach its target location is $u(x) = \phi_1(x) - x$.

The relationship between the Monge-Kantorovich problem and fluid dynamics was established by Benamou and Brenier in [6] where they proved that the square of the $L^2$ Kantorovich distance is equal to the infimum of the cost functional

\begin{equation}
C(\rho_t, v_t) = \int_0^1 \int_{\mathbb{R}^d} \rho_t(x) |v_t(x)|^2 \, dx \, dt,
\end{equation}

where the density and velocity fields $(\rho_t, v_t)$ satisfy the conditions (4.1) and (4.2).
This shows that the $L^2$ Monge-Kantorovich problem may be reformulated as finding the velocity vector field $v_t(x)$ by minimizing the functional (4.3) under the constraints (4.1) and (4.2), i.e., we find $(\hat{\rho}, \hat{v})$ which solve the minimization problem

\begin{equation}
C(\hat{\rho}, \hat{v}) = \inf_{(\rho, v_t)} \int_0^1 \int_{\mathbb{R}^d} \rho_t(x) |v_t(x)|^2 \, dx \, dt.
\end{equation}

The fluid dynamics formulation of the Monge-Kantorovich problem (FDMKP) provides a natural time interpolant $\rho_t(x)$ from the data $\rho_0$ to $\rho_1$ and a velocity field $v_t(x)$ which transports $\rho_0$ to $\rho_1$. This is very useful for an elastic image registration method.

Beg et al. \cite{6} use a similar energy functional to (4.3) to derive a method of image registration based on solving the minimization problem

\begin{equation}
\hat{v}_t = \arg\min_{v_t} \left( \int_0^1 \|v_t\|^2 \, dt + \frac{1}{\sigma^2} \|\rho_0 \circ \phi_1^{-1} - \rho_1\|_{L^2}^2 \right),
\end{equation}

whose solution over the space $V$ of all smooth velocity vector fields gives the optimal change of coordinates $\phi_1$ between $\rho_0$ and $\rho_1$ to be matched. The norm $\|v\|_V$ is an appropriate Sobolev norm on $V$.

Note that the minimization problem (4.5) is formally very similar to that of (4.4). In fact, the second term in (4.5) simply enforces that the matching of the images be exact at $t = 1$ as the relaxation parameter $\sigma^2 \to 0$, whereas the temporal boundary conditions are taken as constraints in the fluid dynamics formulation. In the case where $\|v_t\|_V$ is the $L^2$ norm weighted by the transported density, we exactly recover (4.4). Mathematically, this weight is the primary difference between our approach and that in [5].

We solve the minimization problem (4.5) using the numerical method of Benamou and Brenier \cite{6} derived for solving the equivalent saddle-point problem. In Section 5, this FDMKP method is applied to register images in 2 spatial dimensions (2D) for several examples. A drawback of this approach for 3D images is the need to solve the space-time Poisson equation in four dimensions which results in solving the minimization problem (4.4) under the constraints (4.1) and (4.2). This makes the method fairly complicated and costly, particularly for large size images.

5 Numerical experiments In this section we present numerous examples to illustrate the properties of our new methods. The examples have been chosen to give the reader some insight into how the method
5.1 Examples

Example 1. We begin with the simple problem of computing a mapping from one circle to another concentric one using the FDMKP method. For radially symmetric densities, the solution of the Monge-Ampère equation (2.9) can be found exactly by direct integration. Specifically, defining the polar co-ordinates

\[ \xi = r \cos(\theta), \quad \eta = r \sin(\theta), \quad \xi, \eta \in \Omega_0, \]

the Monge-Ampère equation (2.9) simplifies to

\[ \frac{1}{r} \psi_r \psi_{rr} = \frac{\rho_0(r)}{\rho_1(\psi_r(r))}, \]

where \( \psi_r \) and \( \psi_{rr} \) are the first and second derivatives with respect to the radial variable \( r \). Here, the densities \( \rho_0 \) and \( \rho_1 \) are piecewise constant, so the right hand side of (5.1) is a constant, say \( a \). Integrating (5.1) once gives

\[ \psi_r = \sqrt{a \sqrt{r^2 + c}}, \]

where \( a \) is the ratio \( \rho_0 / \rho_1 \) and \( c \) is the integration constant.

Note that our primary goal is to compute the optimal mapping that transfers \( \rho_0 \) to \( \rho_1 \) and not the potential \( \psi(r) \) in its entirety. Therefore, using (2.8) we obtain the optimal mapping in terms of \( \psi_r \) as

\[ x = \frac{\xi}{r} \psi_r, \quad y = \frac{\eta}{r} \psi_r. \]

The exact solution for the optimal transformation is shown in Figure 5.1.

We use the FDMKP method to compute the numerical solution for the optimal transformation. The numerical and the exact solutions are plotted in Figure 5.2 on a grid of size 33 x 33. Notice that the numerical solution is smoother than the exact solution because of the regularization in the numerical discretization. The \( L^2 \) norm of the error in the numerical solution of for the optimal mapping is 0.0054. In this example, we use the optimal transformation to deform a circle (template
FIGURE 5.1: Example 1. Registration of two concentric circles defined on a 33 × 33 grid. Shown here are (a) the template image, (b) reference image, (c) absolute error between the deformed template and the reference images, and (d) deformed template image obtained using the FDMKP method.

Example 2. In this example we apply the PMAE method to perform a registration of a circle to a C-shape image as shown in Figure 5.3. The computed optimal matching mapping and the displacement vector field are given in Figure 5.3 (e) and (d), respectively. The displacement vector
FIGURE 5.2: Example 1. Image matching of two concentric circles. Shown here are (a) displacement vector field, (b) numerical solution for the optimal mapping computed using the FDMKP method on a grid of size $33 \times 33$, and (c) exact solution for the optimal mapping. Observe that the numerical solution is smoother than the exact solution due to the regularization used in the numerical discretization.

Field shows that, as expected, the grid points have been moved radially towards the boundary of the circle. The deformed template image and the absolute error between the target and the deformed template are shown in Figure 5.3 (c) and (f).

Example 3. Here, the PMAE method is applied to register 3D images of two concentric spheres, from the outer sphere to the inner one. The densities are defined on a $32 \times 32 \times 32$ unit cube. In Figure 5.4 we show some slices of the 3D optimal matching mapping.

Example 4. This is a practical example from medical imaging, where the FDMKP method is applied to register images. The template and target are images of the Macaque cortex (see Figure 5.5 (a) and (b)). The FDMKP method is applied to register the two images with $79 \times 79$ grid points. Figure 5.5 (d) and (e) presents the displacement vector field and the computed optimal matching transformation. In Figure 5.5 (c) and (f) we show the deformed template image and the absolute error between the target and the deformed images.

Example 5. For this example, we apply the PMAE method to register 3D binary segmented images of two canine hearts. The densities are defined on a $240 \times 240 \times 80$ grid. In Figure 5.6 we show the template, target, and deformed template images. Figure 5.7 shows some slices on the xy, yz, and xz planes for the computed optimal mapping.
FIGURE 5.3: Example 2. Registration of a circle (template) to a C-shape (target) using the PMKP method. Shown are the (a) template image, (b) reference image, (c) deformed template, (d) displacement vector field, (e) computed optimal transformation, and (f) absolute error between the deformed template and the target.

FIGURE 5.4: Example 3. Registration of two spheres. Shown here are 3 slices of the 3D optimal transformation for the PMAE registration of one sphere onto another. The slice is number 16 in (1) the $xy$ plane, (2) the $xz$ plane, and (3) the $yz$ plane.
Example 4. The PMAE method is used to register a heart image (template) to six other heart images (targets). The size of each image is
FIGURE 5.7: Example 5. Registration of two 3D hearts. Shown are some slices of the optimal matching mapping on the (1) xy-plane, (2) yz-plane, and (3) xz-plane. To facilitate visualization, only a sector of each grid slice is plotted.

128 × 128 × 128. The results of the registration are shown in Figure 5.8. The template is shown on the first row. The first and the third columns show the six target images, with the second and fourth columns showing the corresponding six deformed images.

Example 7. In this example the PMAE method is tested for the 3D binary segmentation images of the left and right hippocampus taken from brain MR images. The densities are defined on a 40 × 64 × 64 grid. Figure 5.9, Figure 5.10 shows the results of registration of the (top) template to eight targets. Again, the first and third columns show the eight target images, and the second and fourth columns show the corresponding eight deformed images.

Example 8. For this final example, the PMAE method is used for the registration of gray-scale images. Specifically, we apply the method for 2D slices taken from 3D brain MRI images from the IBSR data repository (publicly available from the Center for Morphometric Analysis, Massachusetts General Hospital). The size of each image is 80 × 56 × 80. The results of the registration are shown in Figure 5.11, where the first row represents the registration of the midcoronal slices, the second row corresponds to the registration of the midsagittal slices, and the third row is for the registration of the midhorizontal slices. The first column shows the template image, the second column shows the target image and third column shows the deformed template.

5.2 Summary of results The computational speed of the FDMKP and PMAE methods depends upon the size of the images and the re-
FIGURE 5.8: Example 6. Registration of the a heart (template) to six other hearts (targets). The size of images is 128 × 128 × 128. Template on the first row. The six pictures in the first and third columns show the targets. The corresponding eight deformed images are in the second and fourth columns.

The perspective number of iterations required to obtain a good approximation, but for our implementations the PMAE approach is always considerably faster. In what follows, all stated run times are for the PMAE, and all computer experiments are run in Fortran on a laptop with a single 1GHz processor and 1Gb of memory. For 2D images of size 32 × 32, it takes only 5 to 10 seconds to obtain a very good approximate solution. For 2D images of size 80 × 80, it takes from 1 to 3 minutes, and for 3D
FIGURE 5.9: Example 7. Registration of left hippocampus, the template shown in the first row, to eight other targets. The eight target images are shown in the first and third column, and the corresponding eight deformed images are in the second and fourth columns.
FIGURE 5.10: Registration of the right hippocampus as described in Example 7. The template is in the first row, the eight right hippocampus target images are in the first and third columns, and corresponding eight deformed images are in the second and fourth columns.
images of size 128 × 128 × 128, it takes 2 to 3 hours. Now that a proof of concept and several benchmarks have been established several promising methods for speeding this up are currently being investigated. Table 1 shows average run times and results for a typical 3D dataset.

Many metric measures for determining the accuracy of numerical registration have been proposed in the literature, and we consider five of them here in order to compare the results of others. The overlay error
is defined as

\[ E_{\text{overlay}} = \frac{1}{|\Omega|} \| \rho_0 \circ \phi^{-1} - \rho_1 \|_{L^1}, \]

where \( \| f \|_{L^1} = \int_{\Omega} |f(x)| \, dx \), \(|\Omega|\) is the area or volume of \( \Omega \) (in 2D or 3D, respectively), and \( \rho \circ \phi^{-1} \) is the deformed template image. The relative error defined as

\[ E_{\text{relative}} = \frac{\| \rho_0 \circ \phi^{-1} - \rho_1 \|_{L^2}}{\| \rho_0 - \rho_1 \|_{L^2}}. \]

In Table 2 we show the relative error, the overlay error, and the \( L^2 \)-Kantorovich distance for some sample anatomical datasets.

To examine the quality of the registration images, we also use a similarity measure defined as follows. We first compute the optimal mapping that registers an MRI template image to an MRI target image. We then use it to map a given manually segmented template, to generate a segmented image — this is referred to as an automated segmentation. In Figure 5.12 and Figure 5.13 we show coronal slices of the manual and automated segmentations outlines overlaid on top of the gray-scale image for left and right hippocampus respectively.

To assess the performance of the MKP methods for image registration, we use manually segmented regions in both the template and the target images which can be found in the Internet Brain Segmentation Repository (IBSR). IBSR is an open online database with 18 MR brain 3D images and their associated segmentations\(^1\). To evaluate the accuracy of our registration methods we compute the Kappa overlap metric between the regions segmented using our algorithm and that of the IBSR. The Kappa overlap metric (\( \kappa \)-metric) \([47] \) is a similarity measure defined as

\[ \kappa(I, J) = \frac{2n(I \cap J)}{n(I) + n(J)}, \]

where \( n(A) \) is the number of voxels in image \( A \). The overlap metric measures the similarity of two sets and ranges from 0 for sets that are disjoint and 1 for sets that are identical. The Kappa values of 0.7 or higher are considered as an excellent agreement (cf.\([47]\)). In Tables 3 and 4 we show the measurements of the Kappa metric of manual and automated segmentations for some given 3D datasets for some MRI left hippocampus of size 42 \( \times \) 64 \( \times \) 64 and some MRI right hippocampus of

\(^1\)http://www.cma.mgh.harvard.edu/ibsr/
### TABLE 1: Typical average run-time results for some 3D data sets for PMAE.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size of dataset</th>
<th>Run time in minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hippocampus</td>
<td>$40 \times 64 \times 64$</td>
<td>14.58</td>
</tr>
<tr>
<td>Brain MRI</td>
<td>$80 \times 56 \times 80$</td>
<td>31.75</td>
</tr>
<tr>
<td>Heart</td>
<td>$128 \times 128 \times 128$</td>
<td>126.73</td>
</tr>
</tbody>
</table>

### TABLE 2: Overlay error, relative error, and $L^2$-Kantorovich distance for some sample 3D datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Overlay Error</th>
<th>Relative error</th>
<th>$L^2$-Kantorovich distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>two concentric circles</td>
<td>0.0010</td>
<td>0.24 %</td>
<td>0.0305</td>
</tr>
<tr>
<td>circle to C-shape</td>
<td>0.0003</td>
<td>0.06 %</td>
<td>0.0341</td>
</tr>
<tr>
<td>macaque</td>
<td>1.0355e-10</td>
<td>2.5774e-06%</td>
<td>0.0100</td>
</tr>
<tr>
<td>left hippocampus</td>
<td>0.0008 ± 0.0005</td>
<td>1.37 % ± 0.80%</td>
<td>0.0018 ± 0.0003</td>
</tr>
<tr>
<td>right hippocampus</td>
<td>0.0010 ± 0.0006</td>
<td>1.77 % ± 0.95%</td>
<td>0.0020 ± 0.0003</td>
</tr>
<tr>
<td>heart</td>
<td>0.0060 ± 0.0018</td>
<td>5.46% ± 1.23%</td>
<td>0.0193 ± 0.0041</td>
</tr>
<tr>
<td>brain (MRI)</td>
<td>0.0113</td>
<td>7.11 %</td>
<td>0.0088</td>
</tr>
</tbody>
</table>

size $44 \times 80 \times 64$ experiments. The average kappa value is 0.75 with standard deviation 0.037 for the left hippocampus and is 0.77 with standard deviation 0.035 for the right hippocampus. The accuracy is comparable to the results reported in [31, 34, 28], for example in [31] the average kappa value is 0.71 with standard deviation 0.057.

The Kappa overlap metric (5.4) is sensitive to both differences in location and size. Therefore we use the volume error, defined for two images $I$ and $J$ with volumes $V_I$ and $V_J$ as

\[
E_{\text{volume}} = \frac{|V_I - V_J|}{V_I},
\]

to measure the difference in size. In Tables 3 and 4 we show the volume error for 3D datasets for the left and right hippocampus experiments.

6 Discussion We have presented two approaches based on solving the MAE (2.9) for elastic registration. From the known theory for the Monge-Kantorovich problem, existence and uniqueness of the optimal
### TABLE 3: Left hippocampus: Kappa overlap metric and volume error.
The mean value for Kappa overlap is 0.75523 with standard deviation 0.037459. The mean value for volume error is 0.21362 with standard deviation 0.17166.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Kappa</th>
<th>Volume Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBSR01/ir</td>
<td>0.76</td>
<td>0.10</td>
</tr>
<tr>
<td>IBSR02/ir</td>
<td>0.75</td>
<td>0.02</td>
</tr>
<tr>
<td>IBSR03/ir</td>
<td>0.68</td>
<td>0.03</td>
</tr>
<tr>
<td>IBSR04/ir</td>
<td>0.81</td>
<td>0.04</td>
</tr>
<tr>
<td>IBSR05/ir</td>
<td>0.75</td>
<td>0.01</td>
</tr>
<tr>
<td>IBSR06/ir</td>
<td>0.76</td>
<td>0.25</td>
</tr>
<tr>
<td>IBSR07/ir</td>
<td>0.76</td>
<td>0.05</td>
</tr>
<tr>
<td>IBSR08/ir</td>
<td>0.72</td>
<td>0.48</td>
</tr>
<tr>
<td>IBSR10/ir</td>
<td>0.75</td>
<td>0.35</td>
</tr>
<tr>
<td>IBSR11/ir</td>
<td>0.81</td>
<td>0.11</td>
</tr>
<tr>
<td>IBSR12/ir</td>
<td>0.78</td>
<td>0.07</td>
</tr>
<tr>
<td>IBSR13/ir</td>
<td>0.78</td>
<td>0.24</td>
</tr>
<tr>
<td>IBSR14/ir</td>
<td>0.79</td>
<td>0.3</td>
</tr>
<tr>
<td>IBSR15/ir</td>
<td>0.77</td>
<td>0.3</td>
</tr>
<tr>
<td>IBSR16/ir</td>
<td>0.69</td>
<td>0.51</td>
</tr>
<tr>
<td>IBSR17/ir</td>
<td>0.77</td>
<td>0.30</td>
</tr>
<tr>
<td>IBSR18/ir</td>
<td>0.70</td>
<td>0.45</td>
</tr>
</tbody>
</table>

### TABLE 4: Right Hippocampus: Shown here are Kappa overlap metric and the volume error. The mean value for Kappa overlap is 0.77311 with standard deviation 0.035865. The mean value for the volume error is 0.19449 with standard deviation 0.14413.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Kappa</th>
<th>Volume Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBSR01/ir</td>
<td>0.80</td>
<td>0.07</td>
</tr>
<tr>
<td>IBSR02/ir</td>
<td>0.79</td>
<td>0.08</td>
</tr>
<tr>
<td>IBSR03/ir</td>
<td>0.73</td>
<td>0.09</td>
</tr>
<tr>
<td>IBSR04/ir</td>
<td>0.80</td>
<td>0.09</td>
</tr>
<tr>
<td>IBSR05/ir</td>
<td>0.77</td>
<td>0.08</td>
</tr>
<tr>
<td>IBSR06/ir</td>
<td>0.81</td>
<td>0.17</td>
</tr>
<tr>
<td>IBSR07/ir</td>
<td>0.81</td>
<td>0.12</td>
</tr>
<tr>
<td>IBSR08/ir</td>
<td>0.71</td>
<td>0.49</td>
</tr>
<tr>
<td>IBSR10/ir</td>
<td>0.76</td>
<td>0.33</td>
</tr>
<tr>
<td>IBSR11/ir</td>
<td>0.79</td>
<td>0.04</td>
</tr>
<tr>
<td>IBSR12/ir</td>
<td>0.78</td>
<td>0.05</td>
</tr>
<tr>
<td>IBSR13/ir</td>
<td>0.80</td>
<td>0.14</td>
</tr>
<tr>
<td>IBSR14/ir</td>
<td>0.81</td>
<td>0.17</td>
</tr>
<tr>
<td>IBSR15/ir</td>
<td>0.77</td>
<td>0.29</td>
</tr>
<tr>
<td>IBSR16/ir</td>
<td>0.69</td>
<td>0.46</td>
</tr>
<tr>
<td>IBSR17/ir</td>
<td>0.76</td>
<td>0.27</td>
</tr>
<tr>
<td>IBSR18/ir</td>
<td>0.76</td>
<td>0.36</td>
</tr>
</tbody>
</table>
FIGURE 5.12: Three coronal slices of left hippocampus: Segmentation outlines overlaid on top of the gray-scale image. First row is the template manual segmentations. Second row is the target manual segmentations. The third row is automated segmentations.

matching mapping are guaranteed, helping to assure that our methods are both robust and reliable.

The FDMKP method for image registration problems, introduced in Section 4, works well for 2D problems. However, for 3D the ALG2 algorithm introduced to solve the saddle point problem for the FDMKP method involves solving a 4-dimensional Poisson equation which introduces substantial computational difficulties. In contrast, we have suc-
successfully implemented the PMAE method for both 2D and 3D registration problems. Our approach for solving the PMAE (3.1) bears a close relationship to that of [22], for which a gradient descent method is introduced to solve for the optimal mapping. However, the method in [22] requires finding an initial mapping satisfying (2.3) and solving a Poisson equation at each step time, which would make the method very computationally expensive for large 3D registration problems. In contrast, our
PMAE approach requires no construction of an initial mapping (always using a uniform initial mesh) and does not involve solving a Poisson equation at each stage.

The PMAE method has been tested for binary images as well as for gray scale images for 3D registration problems and found to give good results. We conclude that it shows considerable promise for general image registration problems when the region to be registered is away from the boundary. In the future, we intend to investigate other techniques for solving the original Monge-Ampère equation (2.9) and in optimizing the user specified parameters in order to develop the most suitable implementations for real world medical applications.
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7 Appendix  All mappings presented in this paper were computed using one of the two following algorithms. Given two images \( \rho_0 \) and \( \rho_1 \), then the simplest algorithm to compute the deformed template image is the following.

(1) Using the PMAE method:

1. Normalize \( \rho_0 \) and \( \rho_1 \) so that they have the same mass, i.e.,

\[
\rho_k = \rho_k / \int_{\Omega} \rho_k(x) \, dx, \quad k = 0, 1.
\]

2. If in some regions the images have zero value then add small positive number \( \epsilon \), i.e.,

\[
\rho_k = \epsilon + \rho_k, \quad k = 0, 1,
\]

so that both are positive everywhere in the whole domain.

3. Use the PMAE method to compute the optimal mapping \( \nabla \Psi \) that minimizes the functional (3.6).

4. Compute the deformed template

\[
\rho_{\text{deform}} = \det (\nabla \Psi^{-1}) \rho_0 \circ \nabla \Psi^{-1}.
\]

The only two user adjustable parameters are the threshold \( \epsilon \) and the stopping tolerance for the ODE solver. Typically \( \epsilon = 1e^{-2} \) and tolerance \( \tau = 1e^{-4} \). In our tests the results are not sensitive to the parameter tolerance \( \tau \) once it is sufficiently small except to make the algorithm
smaller. The platform \( \epsilon \) affects not only the stiffness of the problem but also the possibility of artificially deforming regions of images. The optimal choice depends on several factors and we are currently investigating ways to choose it automatically.

(2) Using the FDMKP method:

1. Normalize \( \rho_0 \) and \( \rho_1 \) so that they have the same mass, i.e.,
   \[
   \rho_k = \frac{\rho_k}{\int_{\Omega} \rho_k(x) dx}, \quad k = 0, 1.
   \]

2. If in some regions the images have zero value then add small positive number \( \epsilon \), i.e.,
   \[
   \rho_k = \epsilon + \rho_k, \quad k = 0, 1,
   \]
   so that both are positive every where in the whole domain.

3. Use the FDMKP method to compute the optimal velocity and density fields \( v(x,t) \) and \( \rho(x,t) \), for \( x \in \Omega, \ 0 \leq t \leq 1 \), that minimize the energy functional (4.3).

4. The deformed template is
   \[
   \rho_{\text{deform}} = \rho(\cdot, 1)
   \]

Solution of the saddle point problem associated to the FDMKP requires that the user specify two parameters. In our experience, the code performs well for a wide range of parameters.
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