
c©Copyright by

Vladimir G. Troitsky

1999



INVARIANT SUBSPACE PROBLEM AND SPECTRAL PROPERTIES
OF BOUNDED LINEAR OPERATORS ON

BANACH SPACES, BANACH LATTICES, AND TOPOLOGICAL VECTOR SPACES

BY

VLADIMIR G. TROITSKY

Magister Diploma with Honors in Mathematics, Novosibirsk State University, 1993

THESIS

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Mathematics

in the Graduate College of the
University of Illinois at Urbana-Champaign, 1999

Urbana, Illinois



Abstract

Chapter 1 deals with the Invariant Subspace Problem for Banach spaces and Banach

lattices. First, we show that the celebrated Lomonosov theorem [Lom73] cannot be

improved by increasing the number of commuting operators. Specifically, we prove that

if T : `1 → `1 is the operator without a non-trivial closed invariant subspace constructed

by C. J. Read in [Read85], then there are three operators S1, S2 and K (non-multiples

of the identity) such that T commutes with S1, S1 commutes with S2, S2 commutes with

K, and K is compact. We also show that the commutant of T contains only series of T .

Further, we show that the modulus of the quasinilpotent operator without an invariant

subspace constructed by C. J. Read in [Read97] has an invariant subspace (and even

an eigenvector). This answers a question posed by Y. Abramovich, C. Aliprantis and

O. Burkinshaw in [AAB93, AAB98].

In Chapter 2 we develop a version of spectral theory for bounded linear operators on

topological vector spaces. We show that the Gelfand formula for spectral radius and Neu-

mann series can still be naturally interpreted for operators on topological vector spaces.

Of course, the resulting theory has many similarities to the conventional spectral theory

of bounded operators on Banach spaces, though there are several important differences.

The main difference is that an operator on a topological vector space has several spectra

and several spectral radii, which fit a well-organized pattern.

In Chapter 3 we use the results of Chapter 2 to prove locally-convex versions of

some results on the Invariant Subspace Problem on Banach lattices obtained in [AAB93,

AAB94, AAB98]. For example, we show that if S and T are two commuting positive

continuous operators with finite spectral radii on a locally convex-solid vector lattice, T is
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locally quasinilpotent at a positive vector, and S dominates a positive compact operator,

then S and T have a common closed non-trivial invariant subspace.
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Preface

The Invariant Subspace Problem is one of the famous unsolved problems in modern

mathematics. Originally it was posed as follows: Does every bounded linear operator

have a (closed non-trivial) invariant subspace? The problem was motivated by the Jordan

decomposition of matrices and by the desire to understand the structure and the geometry

of an arbitrary operator. The problem was solved in the affirmative for compact operators

on Banach spaces by N. S. Aronszajn and K. T. Smith [AS54]. V. I. Lomonosov showed in

[Lom73] that if T is a bounded operator on a Banach space such that there is a “chain” of

three consecutively commuting operators from T to a non-zero compact operator K, i.e.,

if there exists an operator S (not a multiple of the identity) such that T commutes with

S and S commutes with K, then T has an invariant subspace. Lomonosov’s theorem was

a breakthrough because it covered a very large class of operators. It did not, however,

cover all of them.

In the mid-seventies P. Enflo [Enf76] constructed the first counterexample of a contin-

uous operator on a Banach space with no closed non-trivial invariant subspaces, thus an-

swering the Invariant Subspace Problem for general Banach spaces in the negative. Later,

C.J. Read produced several classes of operators without invariant subspaces. In [Read84]

he presented his original example of an operator (in fact, a class of operators) on a Banach

space without invariant subspaces. A year later Read published a follow-up [Read85],

showing that his example can be slightly modified so that the operators would act on

`1. In [Read86] he presented a considerably simplified version of his example. Finally,

in [Read97] he constructed a class of quasinilpotent operators on `1 without invariant

subspaces. Still, for many particular classes of spaces and/or operators there is a hope
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to solve the problem in the affirmative. The Invariant Subspace Problem is still open

for operators on Hilbert spaces. Another large class of operators for which there is a

hope of solving the Invariant Subspace Problem in the affirmative is the class of pos-

itive operators on Banach lattices. M.G. Krein proved in [KR48] that every positive

operator on a space of continuous functions on a compact Hausdorff space has an in-

variant subspace. During the last several years considerable progress in the Invariant

Subspace Problem for positive operators on Banach lattices has been made in the series

of papers [AAB93, AAB94, AAB98], in which the existence of an invariant subspace

for a positive operator was proved under various additional hypotheses. In particular,

it is shown in [AAB93] that on a discrete Banach space every positive operator which

commutes with a non-zero quasinilpotent operator has an invariant subspace.

There was a hope to discover more operators with invariant subspaces by increasing

the length of a chain leading from a given operator to a compact operator in Lomonosov’s

theorem. This question was asked by Y. Abramovich and C. Aliprantis. In Section 1.1

of this thesis we show that Lomonosov’s theorem cannot be extended even to chains

of four operators. Namely, we present four operators T , S1, S2, and K such that T

commutes with S1, S1 commutes with S2, S2 commutes with K, and K is compact, but,

nevertheless, T has no invariant subspaces. In fact, T is a Read operator here. Further,

in Section 1.2 we show that the only operators that commute with a Read operator are

the series of the operator.

The following question was posed in [AAB93, AAB98]: Let T be the operator without

invariant subspaces, constructed in [Read85]. Does the modulus of this operator have

invariant subspaces? This question is important for the following reason. The operator

T is defined on `1, which is a Banach lattice. Even though T itself is not positive,

it must have a modulus |T | (since every operator on `1 has a modulus), which is a

positive operator. In fact, we show in Section 1.3 that Read’s operator T is “almost

positive” in the sense that it differs from |T | by a small nuclear perturbation. It seemed

therefore quite plausible that |T | would also have no invariant subspaces, and this would

answer negatively the Invariant Subspace Problem for positive operators. Even though
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the operators T and |T | are “very close”, the technique of [Read85] is not applicable to

|T |, and the question of the existence of invariant subspaces of |T | was not easy. We

solve this problem in Section 1.3 using an essential spectrum technique. Namely, we

prove the existence of invariant subspaces for a certain class of operators, and show that

|T | belongs to this class. Moreover, we show that |T | has a positive eigenvector.

Another direction of the author’s research is the study of the Invariant Subspace Prob-

lem in locally convex spaces. In Chapter 3 we generalized some of the results of [AAB98]

to operators on locally convex spaces. It is worth mentioning, however, that even a direct

extension of known results from Banach spaces to topological vector spaces is not always

trivial. One major difficulty is that it is not clear which class of operators should be

considered, because there are several non-equivalent ways of defining bounded operators

on topological vector spaces. Another major difficulty is the lack of a readily available

developed spectral theory. The spectral theory of operators on Banach spaces has been

thoroughly studied for a long time, and is extensively used. Unfortunately, little has been

known about spectral theory of bounded operators on general topological vector spaces,

and many techniques used in Banach spaces cannot be applied for operators on topolog-

ical vector spaces. In particular, the spectrum, the spectral radius, and the Neumann

series are the tools which are widely used in the study of the Invariant Subspace Problem

in Banach spaces, but which have not been sufficiently studied for general topological vec-

tor spaces. To overcome this obstacle we have developed a version of the spectral theory

of bounded operators on general topological vector spaces and on locally convex spaces.

This material is presented in Chapter 2. Some results in this direction have also been

obtained by B. Gramsch [Gram66], and by F. Garibay and R. Vera [GV97, GV98, VM97].

In particular, we consider the following classification of bounded operators on a topo-

logical vector space. We call a linear operator T

- nb-bounded if T maps some neighborhood of zero into a bounded set,

- nn-bounded if there is a base of neighborhoods of zero such that T maps every

neighborhood in this base into a multiple of itself, and
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- bb-bounded if T maps bounded sets into bounded sets.

The classes of all linear operators, of all bb-bounded operators, of all continuous opera-

tors, of all nn-bounded operators, and of all nb-bounded operators form nested algebras.

The spectrum of an operator T in each of these algebras is defined as usual, i.e., the set of

λ’s for which λI−T is not invertible in this algebra. We show that the well known Gelfand

formula for the spectral radius of an operator on a Banach space, r(T ) = lim
n→∞

n
√
‖T n‖

can be generalized to each of the five classes of operators on topological vector spaces,

and then we use this formula to define the spectral radius of an operator in each of the

classes. Then in Section 2.4 we show that if T is a continuous operator on a sequentially

complete locally convex space and |λ| is greater than the spectral radius of T in any

of the five classes, then the Neumann series
∑∞

n=0
T n

λn+1 converges in the topology of the

class, and λ does not belong to the corresponding spectrum of T , i.e., the spectral radius

is greater than or equal to the geometrical radius of the spectrum. In Sections 2.5 and 2.6

we show that the radii are equal for nb-bounded and compact operators.

Once we have this machinery, we use it in Chapter 3 to deal with the Invariant

Subspace Problem in locally convex spaces. In particular, we prove locally convex-solid

versions of some theorems in [AAB98]. For example, we prove in Theorem 3.4.4 that if

S and T are two linear operators on a locally convex-solid vector lattice such that they

are either nn-bounded or continuous with finite spectral radii, T is locally quasinilpotent

at a non-zero vector, and S dominates a positive compact operator, then S and T have

a common closed non-trivial invariant ideal.
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Chapter 0

Preliminaries

0.1 Vector spaces

The symbols X and Y always denote topological vector spaces. A neighborhood of a

point x ∈ X is any subset of X containing an open set which contains x. Neighborhoods

of zero will often be referred to as zero neighborhoods. Every zero neighborhood V is

absorbing, i.e.,
⋃∞

n=1 nV = X. In every topological vector space (over R or C) there

exists a base N0 of zero neighborhoods with the following properties:

(i) Every V ∈ N0 is balanced, i.e., λV ⊆ V whenever |λ| 6 1;

(ii) For every V1, V2 ∈ N0 there exists V ∈ N0 such that V ⊆ V1 ∩ V2;

(iii) For every V ∈ N0 there exists U ∈ N0 such that U + U ⊆ V ;

(iv) For every V ∈ N0 and every scalar λ the set λV is in N0.

Whenever we mention a base zero neighborhood, we assume that the base satisfies these

properties.

A topological vector space is called normed if the topology is given by a norm. In

this case the collection of all balls centered at zero is a base of zero neighborhoods. A

complete normed space is referred to as a Banach space. See [DS58] for a detailed

study of normed and Banach spaces.
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A subset A of a topological vector space is called bounded if it is absorbed by every

zero neighborhood, i.e., for every zero neighborhood V one can find α > 0 such that

A ⊆ αV . A set A in a topological vector space is said to be pseudo-convex or semi-

convex if A + A ⊆ αA for some number α (for convex sets α = 2). If U is a zero

neighborhood, (xγ) is a net in X, and x ∈ X, we write xγ
U−→ x if for every ε > 0 one can

find an index γ0 such that xγ − x ∈ εU whenever γ > γ0. It is easy to see that when U

is pseudo-convex, this convergence determines a topology on X, and the set of all scalar

multiples of U forms a base of the topology. We denote X equipped with this topology

by (X, U). Clearly, (X,U) is Hausdorff if and only if
⋂∞

n=1
1
n
U = {0}.

A topological vector space is said to be locally bounded if there exists a bounded

zero neighborhood. Notice that if U is a bounded zero neighborhood then it is pseudo-

convex. Conversely, if U is a pseudo-convex zero neighborhood, then (X, U) is locally

bounded. Recall that a quasi-norm is a real-valued function on a vector space which

satisfies all the axioms of norm except the triangle inequality, which is substituted by

‖x+y‖ 6 k
(‖x‖+‖y‖) for some fixed positive constant k. It is known (see, e.g., [Köt60])

that a topological vector space is quasi-normable if and only if it is locally bounded and

Hausdorff. A complete quasi-normed space is called quasi-Banach.

If the topology of a topological vector space X is given by a seminorm p, we say

that X = (X, p) is a seminormed space. Clearly, in this case X = (X,U) where

the convex set U is the unit ball of p and, conversely, p is the Minkowski functional of

U . A Hausdorff topological vector space is called locally convex if there is a base of

convex zero neighborhoods or, equivalently, if the topology is generated by a family of

seminorms (the Minkowski functionals of the convex zero neighborhoods). When dealing

with locally convex spaces we will always assume that the base zero neighborhoods are

convex. Similarly, a Hausdorff topological vector space is said to be locally pseudo-

convex if it has a base of pseudo-convex zero neighborhoods. A complete metrizable

topological vector space is usually referred to as a Fr�echet space.
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Further details on topological vector spaces can be found in [DS58, Köt60, RR64,

Edw65, Sch71, KN76]. For details on locally bounded and quasi-normed topological

vector spaces we refer the reader to [Köt60, KPR84, Rol85].

A vector lattice is an ordered vector space which is a lattice with respect to the order

(i.e., with every two points x and y it contains their supremum x ∨ y = sup(x, y) and

their infimum x ∧ y = inf(x, y)) such that the vector structure and the order structure

are compatible, namely x 6 y implies x + z 6 y + z and αx 6 αy for all vectors x,

y, and z, and every positive number α. Vector lattices are sometimes also called Riesz

spaces. The symbols E and F will be used to denote vector lattices. Every element

x in a vector lattice has modulus |x| = x ∨ (−x), positive part x+ = x ∨ 0, and

negative part x− = (−x) ∨ 0, and the usual identities x = x+ − x−, |x| = x+ + x−,

and x+ ∧ x− = 0 hold. We say that x and y are disjoint if |x| ∧ |y| = 0. If E is a

vector lattice, we will denote by E+ the cone of positive elements of E. A subset A ⊆ E

is said to be solid if |y| 6 |x| implies y ∈ A for every x ∈ A and y ∈ E. A solid

subspace of a vector lattice is referred to as an (order) ideal. If u ∈ E+, then the ideal

Eu = {x ∈ E : |x| 6 λu for some λ > 0} is called the principal ideal generated by u.

A positive element u ∈ E is called a (strong) order unit if Eu = E.

A (semi)norm p on a vector lattice E is said to be a lattice (semi)norm if |x| 6 |y|
implies p(x) 6 p(y) for every x, y ∈ E. A locally convex space E equipped with a vector

lattice structure is said to be a locally convex-solid vector lattice or a locally convex-

solid Riesz space if every generating seminorm is a lattice seminorm, or, equivalently, if

it has a base of convex solid zero neighborhoods. Similarly, a Banach space equipped with

a vector lattice structure such that the norm is a lattice norm is referred to as a Banach

lattice. Note that most classical Banach spaces are Banach lattices. In particular, C(K),

C0(K), `p, and Lp(µ) (1 6 p 6 ∞) are Banach lattices.

A Banach lattice E is called an abstract M-space or an AM-space if ‖x ∨ y‖ =

max{‖x‖, ‖y‖} for every disjoint x and y in E. Furthermore, we say that E is an AM-

space with unit u if ‖x‖ = inf{λ > 0 : |x| 6 λu} for some order unit u and every x

in E. In this case by Kakutani-Krein representation theorem (see, for instance, [AAB98,
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Theorem 12.28]) there exists a compact Hausdorff space Ω such that E is lattice isomor-

phic to the Banach lattice C(Ω) of all continuous functions on Ω with sup-norm, and the

element u corresponds to the constant function 1 on Ω.

Further details on vector and Banach lattices can be found in [Vul67, LZ71, Sch74,

Zaan83, AB85]

0.2 Operators

By an operator we always mean a linear operator between vector spaces. We will

usually use the symbols S and T to denote operators. Recall that an operator T between

normed spaces is said to be bounded if its operator norm defined by ‖T‖ = sup{‖Tx‖ :

‖x‖ 6 1} is finite. It is well known that an operator between normed spaces is bounded if

and only if it is continuous. By L(X,Y ) we denote the collection of all bounded operators

between normed spaces X and Y . If X and Y are Banach spaces, then L(X,Y ) endowed

with the operator norm is again a Banach space, while L(X) = L(X,X) is a Banach

algebra. Recall, that a Banach algebra is a Banach space equipped with an algebra

structure such that the algebra multiplication is continuous.

An operator between two vector spaces is said to be of �nite rank if the range of T

is finite dimensional. A continuous finite rank operator T : X → Y between two Banach

spaces can be written in the form T =
∑n

i=1 x∗i ⊗ yi with x∗i in X∗ and yi in Y . Here, as

usual, the elementary tensor x∗ ⊗ y : X → Y is defined by (x∗ ⊗ y)(x) = x∗(x)y.

An operator T : X → Y between two Banach spaces is called nuclear if it can be

written in the form T =
∑∞

i=1 x∗i⊗yi with x∗i in X∗, yi in Y , and
∑∞

i=0‖x∗i ‖‖yi‖ < ∞. The

nuclear norm ν(T ) is defined by ν(T ) = inf
∑∞

i=0‖x∗i ‖‖yi‖, where the infimum is taken

over all nuclear representations of T . For a nuclear operator T we have ‖T‖ 6 ν(T ). It

is easy to see that every nuclear operator can be approximated by finite-rank operators.

If X and Y are two Banach spaces and T ∈ L(X, Y ) then T is said to be compact if

it maps the unit ball of X into a precompact subset of Y . We will denote by K(X, Y )

the collection of all compact operators from X to Y , and let K(X) = K(X,X). It is well
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known that K(X, Y ) is a closed subspace of L(X, Y ) containing all finite-rank and nuclear

operators. Further, K(X) is a two-sided algebraic ideal in L(X). The Calkin algebra of

X is the quotient Banach algebra C(X) = L(X)/K(X) equipped with the quotient norm,

which is often referred to as the essential norm: ‖T‖ess = inf{‖T + K‖ : K ∈ K(X)}.
If A is a unital algebra and a ∈ A, then the resolvent set of a is the set ρ(a) of

all λ ∈ C such that e − λa is invertible in A. The resolvent set of an element a in a

non-unital algebra A is defined as the set of all λ ∈ C for which e − λa is invertible

in the unitalization A× of A. The spectrum of an element of an algebra is defined via

σ(a) = C\ρ(a). It is well-known that whenever A is a unital Banach algebra then σ(a) is

compact and nonempty for every a ∈ A. In this case the spectral radius r(a) is defined

via Gelfand formula: r(a) = lim
n→∞

n
√
‖an‖. It is well known that r(a) =

∣∣σ(a)
∣∣, where

∣∣σ(a)
∣∣ is the geometrical radius of σ(a), i.e.,

∣∣σ(a)
∣∣ = sup{|λ| : λ ∈ σ(a)}. An element

a ∈ A is said to be quasinilpotent if σ(a) = {0}.
If T is a bounded operator on a Banach space X then we will consider the spectrum

σ(T ) and the resolvent set ρ(T ) in the sense of the Banach algebra L(X). If λ ∈ ρ(T )

then the inverse (I − λT )−1 is called the resolvent operator and is denoted by R(T ; λ)

or just Rλ. It is well known that if λ ∈ C satisfies |λ| > r(T ) then the Neumann series
∑∞

i=0
T i

λi+1 converges to Rλ in operator norm. We say that T is locally quasinilpotent

at x ∈ X if lim
n→∞

n
√
‖T nx‖ = 0. We denote by QT the set of all points at which T is

locally quasinilpotent.

Further, if T is a bounded operator on a Banach space X then the spectrum and

the spectral radius of the canonical image of T in the Calkin algebra C(X) will be

referred to as the essential spectrum1 σess(T ) and the essential spectral radius

ress(T ) respectively. It follows immediately that ress(T ) = lim
n→∞

n
√
‖T n‖ess. Further,

‖T‖ess 6 ‖T‖ yields ress(T ) 6 r(T ). It is known that if σess(T ) = {0} then every nonzero

point of σ(T ) is an eigenvalue of T . Further details on essential spectral radius can be

found in [Nus70, CPY74].

1There are several non-equivalent definitions of the essential spectrum of an operator. E.g. sometimes

σess(T ) is defined as σ(T ) excluding the isolated eigenvalues of finite multiplicity.
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An operator between two vector lattices is said to be positive if it maps positive

elements to positive elements. Positive operators have many nice properties. In particu-

lar, a positive operator on a Banach lattice is automatically continuous, and the spectral

radius of a positive operator always belongs to the spectrum. For properties of positive

operators we refer the reader to [AB85, Sch74].

Let S, T : E → F be two operators between vector lattices with T positive. We

say that S is dominated by T provided |Sx| 6 T |x| for each x ∈ E. We say that S

is polynomially dominated by T whenever there exists a polynomial P (t) with non-

negative coefficients such that S is dominated by P (T ). A positive operator T on a

Banach lattice E is said to be compact-friendly if there exist three non-zero operators

R, K, and C on E such that R and K are positive, K is compact, T commutes with

R, and C is dominated by both R and K. Compact-friendly operators were first studied

in [AAB94]. The class of all compact-friendly operators is rather large. In particular,

every positive kernel operator is compact-friendly. Also, every positive operator in L(`p)

for 1 6 p < ∞ is compact-friendly.

We say that an operator is non-scalar if it is not a multiple of the identity operator.

0.3 The Invariant Subspace Problem

Suppose that T is an operator on a topological vector space X, and Y is a linear subspace

of X, we say that Y is T -invariant if T (Y ) ⊆ Y . We say that Y is T -hyperinvariant

if it is invariant under every continuous operator that commutes with T . The Invariant

Subspace Problem is the problem of finding invariant subspaces of continuous operators.

Here we present only some basic observations and several important results related to

our work. For detailed surveys on the Invariant Subspace Problem see [RR73, AAB98].

Of course, the zero subspace and the whole space are always invariant for every

operator, so we will be looking for non-trivial invariant subspaces. It is easy to see that

Null T and Range T are T -hyperinvariant. Clearly, if T has an eigenvector, then the one-

dimensional subspace spanned by this eigenvector is invariant under T . Further, since
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every complex matrix has an eigenvalue, it follows that in a finite dimensional complex

space every operator has an invariant subspace.

Suppose that X is a Banach space, take any nonzero x ∈ X and consider the linear

span of the orbit of x under T , i.e., Y = lin{x, Tx, T 2x, . . . }. Clearly, Y is a T -invariant

non-zero linear subspace of X with at most countable Hamel basis, so that Y 6= X.

Therefore, the Invariant Subspace Problem for Banach spaces (and for any topological

vector space with uncountable Hamel basis) is trivial unless we require the subspace to

be closed. Therefore, when dealing with the Invariant Subspace Problem, one would

usually look for closed non-trivial subspaces. The case of closed subspaces, is, however,

the most interesting and, usually, the most important.

Further, if X is non-separable, let Y again be the linear span of the orbit of a non-zero

element under T . Then the closure Y is a non-trivial closed T -invariant subspace, so that

for a non-separable Banach space the problem is trivial. Whether or not every bounded

operator on a separable Banach space has a (non-trivial) closed invariant subspace was

an open question for a long time.

We mention several important advances in the history of the Invariant Subspace

Problem for Banach spaces.

Theorem 0.3.1 (M. G. Krein [KR48]). Every positive operator on C(Ω), where Ω is

a compact Hausdorff space, has a closed invariant subspace.

Theorem 0.3.2 (N. Aronszajn and K. T. Smith [AS54]). Every compact operator

on a Banach space has a closed invariant subspace.

Theorem 0.3.3 (V. I. Lomonosov [Lom73]). If T is a bounded operator on a Ba-

nach space such that T commutes with a non-scalar operator S and S commutes with a

non-zero compact operator K, then T has a closed invariant subspace

This theorem of Lomonosov was a breakthrough in the study of the Invariant Sub-

space Problem because it considerably increased the class of operators with an invariant

subspace. The theorem is, in fact, an immediate corollary of the following more general

result of Lomonosov.
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Theorem 0.3.4. If S is a bounded non-scalar operator on a separable Banach space

commuting with a compact operator, then there exists a closed S-hyperinvariant subspace.

In 1976 P. Enflo [Enf76] showed that the general Invariant Subspace Problem for

continuous operators on Banach spaces is false by constructing an example of a bounded

operator on a separable Banach space without closed invariant subspaces. C.J. Read

presented another example of an operator (in fact, a class of operators) on a Banach space

without invariant subspaces in [Read84]. A year later Read published a short follow-up

paper [Read85] where he showed that his example can be slightly modified so that the

operators would reside on `1. In [Read86], a simplified version of the Read’s original

example was presented. Read also constructed a class of quasinilpotent operators on `1

without invariant subspaces in [Read97]. In [Atz84], A. Atzmon presented an example

of a continuous operator without invariant subspaces on a Fréchet space.

The Invariant Subspace Problem is still open for many important classes of operators

or spaces. For example, it is still unknown if every bounded operator on a separable

Hilbert space has a closed invariant subspace. Currently, there are several directions re-

lated to the Invariant Subspace Problem which have been intensively studied and where

some progress has been made, e.g., common invariant subspaces of algebras and semi-

groups of operators, triangularization, cyclic and hypercyclic operators, etc.

We are primarily interested in the invariant subspace problem for ordered topological

vector spaces. During the last several years there has been a noticeable increase of interest

in the Invariant Subspace Problem for positive operators on Banach lattices. A rather

complete and comprehensive survey on this topic is presented in [AAB98], to which we

refer the reader for details and for an extensive bibliography. At this point we mention

only one important result from [AAB93]:

Theorem 0.3.5. (Abramovich, Aliprantis, and Burkinshaw [AAB93, AAB98])

Every non-zero quasinilpotent compact-friendly operator on a Banach lattice has a non-

trivial closed invariant subspace which is an ideal.
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This implies, in particular, that every quasinilpotent positive kernel operator and

every positive quasinilpotent operator on `p (1 6 p < ∞) has an invariant subspace. We

list more results of this type in Section 3.2. Whether or not every positive operator has

an invariant subspace is still an open problem.
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Chapter 1

The modulus and the commutant of

a Read operator

1.1 A chain from a Read operator to a compact op-

erator

Theorem 0.3.3 was obtained by V.I. Lomonosov in [Lom73], and it turned out to be a

major step in the history of the Invariant Subspace Problem. Lomonosov’s theorem says

that if a continuous operator T on a Banach space commutes with another non-scalar

continuous operator S and S commutes with a non-zero compact operator K, then T has

an invariant subspace. Motivated by their study of the Invariant Subspace Problem for

positive operators on Banach lattices, Y. A. Abramovich and C. D. Aliprantis have asked

recently whether or not Lomonosov’s theorem can be extended to chains of four or more

operators. In this section we show that this cannot be done. For our initial operator T

we will take an operator without an invariant subspace on `1 coming from the famous

construction of C. J. Read in [Read84, Read85]. Then we produce two continuous non-

scalar operators S1, S2, and a compact operator K such that TS1 = S1T , S1S2 = S2S1,

and S2K = KS2.
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We begin with reminding the reader of the construction in [Read86], which is a simpli-

fied version of the Read’s original example [Read84, Read85]. As in [Read86], we denote

the standard unit vectors of `1 by (fi)
∞
i=0. The symbol F denotes the linear subspace of

`1 spanned by fi’s, and thus, F consists of eventually vanishing sequences.

Let d = (a1, b1, a2, b2, . . . ) be a strictly increasing sequence of positive integers. Also

let a0 = 1, v0 = 0, and vn = n(an + bn) for n > 1. Then there is a unique sequence

(ei)
∞
i=0 ⊂ F with the following properties:

0) f0 = e0;

A) if integers r, n, and i satisfy 0 < r 6 n, i ∈ [0, vn−r] + ran, we have fi = an−r(ei −
ei−ran);

B) if integers r, n, and i satisfy 1 6 r < n, i ∈ (ran + vn−r, (r + 1)an), (respectively,

1 6 n, i ∈ (vn−1, an)), then fi = 2(h−i)/
√

anei, where h = (r + 1
2
)an (respectively,

h = 1
2
an);

C) if integers r, n, and i satisfy 1 6 r 6 n, i ∈ [r(an + bn), nan + rbn], then fi =

ei − bnei−bn ;

D) if integers r, n, and i satisfy 0 6 r < n, i ∈ (nan + rbn, (r + 1)(an + bn)), then

fi = 2(h−i)/
√

bnei, where h = (r + 1
2
)bn.

Indeed, since fi =
∑i

j=0 λijej for each i > 0 and λii is always nonzero, this linear

relation is invertible. Further,

lin{ei : i = 1, . . . , n} = lin{fi : i = 1, . . . , n} for every n > 0. (1.1)

In particular, all ei are linearly independent and also span F . Then C. J. Read defines

T : F → F to be the unique linear map such that Tei = ei+1, and proves that ‖Tfi‖ 6 2

for every i > 0 provided d increases sufficiently rapidly, i. e., satisfies several conditions

of the form

an > G(n, a0, b0, a1, b1, . . . , an−1, bn−1), and

bn > H(n, a0, b0, a1, b1, . . . , an−1, bn−1, an),
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where G and H are some real-valued functions. It follows that T can be extended to

a bounded operator on `1. Finally, C. J. Read proves that this extension, which is still

denoted by T , has no invariant subspaces provided d increases sufficiently rapidly.

Throughout this section we will assume, without loss of generality, that all integers

ai and bi are even. We are going to construct non-scalar operators S1, S2, and K such

that K has rank one and commutes with S2, S2 commutes with S1, and S1 commutes

with T . In fact, we take S1 = T 2, so that the equality TS1 = S1T holds trivially. Define

S2 on F via

S2ei =





ei if i is even;

0 otherwise.

We claim that

S2fi =





fi if i is even;

0 otherwise.

To prove this we consider all possible cases:

0) In this case S2f0 = S2e0 = e0 = f0;

A) Since an is even then

S2fi = an−r(S2ei − S2ei−ran) =





an−r(ei − ei−ran) = fi if i is even;

0 otherwise.

B) In this case

S2fi = 2(h−i)/
√

anS2ei =





2(h−i)/
√

anei = fi if i is even;

0 otherwise.

C) Since bn is even, we have

S2fi = S2ei − bnS2ei−bn =





ei − bnei−bn = fi if i is even;

0 otherwise.

12



D) Finally, in this case

S2fi = 2(h−i)/
√

bnS2ei =





2(h−i)/
√

bnei = fi if i is even;

0 otherwise.

In particular, S2 is bounded on F and can be extended to `1. For every i > 0 we have

T 2S2ei =





T 2ei = ei+2 if i is even;

0 otherwise.

On the other hand

S2T
2ei = S2ei+2 =





ei+2 if i is even;

0 otherwise,

so that T 2S2x = S2T
2x for every x ∈ F . Since F is dense in `1, it follows that T 2 and

S2 commute on `1.

Finally, define K on `1 via Kf0 = f0 and Kfi = 0 for all i > 0. Then K is a bounded

rank one operator on `1, and K commutes with S2.

Note that if m divides an and bn for every n, then, in a similar manner as the previous

construction, we could take for S1 the operator Tm instead of T 2. It follows now from

Lomonosov’s theorem that Tm has an invariant subspace (confer [Read86, Lemma 6.4]).

In [Read97] C.J. Read presents as a modification of his original example a quasinil-

potent operator on `1 without closed nontrivial invariant subspaces. The same argument

as above provides a chain of four commuting operators connecting this operator to a

compact operator.

1.2 The commutant of a Read operator

Describing the commutant of an operator on a Banach space is usually a difficult problem.

Clearly, the sum of every convergent power series of an operator commutes with the

operator itself. But the commutant can be substantially larger than just the set of all

power series of the operator. In this section we show that the commutant of a Read

operator T consists only of the (convergent) power series of T .
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Recall that T acts as the right shift on the sequence (en)∞n=0, and this sequence spans

the dense subspace F of all eventually vanishing sequences in `1. As in the previous

section, (fn)∞n=0 is the sequence of standard unit vectors in `1.

Proposition 1.2.1. If RT = TR for some R ∈ L(`1) and Rf0 ∈ F , then R = p(T ) for

some polynomial p.

Proof. Since f0 = e0 and Rf0 ∈ F , it follows that Re0 = p(T )e0 for some polynomial p.

Therefore

Rek = RT ke0 = T kRe0 = T kp(T )e0 = p(T )T ke0 = p(T )ek,

so that R coincides with p(T ) on F and, therefore, on the whole space `1.

Theorem 1.2.2. If RT = TR for some R ∈ L(`1), then there exists a sequence of

polynomials (pn) such that Rx = lim
n→∞

pn(T )x for every x in F .

Proof. Suppose that RT = TR for some bounded operator R. Let z0 = Re0. Since F is

dense in `1, we can find a sequence (yn) in F such that yn → z0. For each n > 0 there is

a polynomial pn such that yn = pn(T )e0.

Fix k > 0, then Rek = RT ke0 = T kRe0 = T kz0. Further, we have pn(T )ek =

pn(T )T ke0 = T kpn(T )e0 = T kyn, so that

‖Rek − pn(T )ek‖ = ‖T kz0 − T kyn‖ 6 ‖T k‖‖z0 − yn‖ → 0 as n →∞.

Therefore, pn(T )x converges to Rx for each x ∈ F .

1.3 The modulus of a Read operator

In this section we consider the Invariant Subspace Problem for positive operators. It is

an open problem if every positive operator on a Banach lattice has an invariant subspace,

and there are many beautiful partial results in this direction. In particular, the following

theorem was proved in [AAB93].
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Theorem 1.3.1 ([AAB93, AAB98]). If the modulus of a bounded operator T : `p → `p

(1 6 p < ∞) exists and is quasinilpotent, then T has a non-trivial closed invariant

subspace which is an ideal.

It follows that each positive quasinilpotent operator on `p (1 6 p < ∞) has a nontrivial

closed invariant subspace. In the same papers the authors posed the following problem.

Problem. Does every positive operator on `1 have an invariant subspace?

Keeping in mind that each operator on `1 has a modulus and that Read operators

without invariant subspaces [Read85, Read86, Read97] are operators on `1, it was sug-

gested in [AAB93, AAB98] that the modulus of some of these operators might be a

natural candidate for a counterexample to the above problem. Following this suggestion,

we will be dealing in this paper with the modulus of the quasinilpotent operator T con-

structed in [Read97]. It turns out, quite surprisingly, that even though T and |T | are

“very close”, |T | not only has an invariant subspace but even a positive eigenvector. This

result increases the chances that every positive operator does indeed have an invariant

subspace.

This section is organized as follows. After introducing some necessary notation and

terminology we prove a general theorem on the existence of an invariant subspace for

the modulus of a quasinilpotent operator. The rest of the section will be devoted to

the verification that C. J. Read’s operator, constructed in [Read97], satisfies all the

hypotheses of this theorem and so its modulus does have an invariant subspace.

We will use the following important version of the Krein-Rutman theorem, which

was independently established by P.P Zabrĕıko and S. V.Smitskikh in [ZS79] and by

R. Nussbaum in [Nus81].

Theorem 1.3.2 ([Nus81, ZS79]). Let S be a positive operator on a Banach lattice

such that ress(S) < r(S), then r(S) is an eigenvalue of S corresponding to a positive

eigenvector.

We use this fact in the proof of the following simple but rather unexpected result.
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Theorem 1.3.3. Suppose that a quasinilpotent operator S on `p has no closed non-

trivial invariant ideals and S− is compact. Then r(|S|) is a positive eigenvalue of |S|
corresponding to a positive eigenvector. In particular, |S| has an invariant subspace.

Proof. First observe that the operator |S| cannot be quasinilpotent. Indeed, if it were,

then by Theorem 1.3.1 the operator S itself would have an invariant closed ideal contrary

to our hypothesis. Thus, r(|S|) > 0.

Next we claim that ress(|S|) = 0. To prove this, notice that |S| = S + 2S−, and so

|S|n = (S + 2S−)n = Sn + RS−,

where R is some polynomial in S and S−. Hence RS− is compact, whence

∥∥|S|n
∥∥

ess
=

∥∥Sn + RS−
∥∥

ess
6 ‖Sn‖,

and consequently

ress(|S|) = lim
n→∞

n

√∥∥|Sn|
∥∥

ess
6 lim

n→∞
n
√
‖Sn‖ = r(S) = 0.

An application of Theorem 1.3.2 finishes the proof.

Corollary 1.3.4. Under the hypotheses of the above theorem the operator S+ also has a

nontrivial closed invariant subspace.

Proof. If S+ is quasinilpotent, then applying Theorem 1.3.1 again, we see that S+ has

an invariant ideal.

Assume that S+ is not quasinilpotent. Since S+ = S + S−, the same argument as in

the proof of Theorem 1.3.3 shows that ress(S
+) = 0 and we can again apply Theorem 1.3.2.

Theorem 1.3.3 is strong enough to enable us to prove Corollary 1.3.7 about the mod-

ulus of C. J. Read’s operator. But first we would like to mention a nice generalization

of Theorem 1.3.3. Mimicking the proof of Theorem 1.3.3 we can obtain the following

theorem.
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Theorem 1.3.5. Let S be a compact-friendly operator with ress(S) = 0. Then S has a

nontrivial invariant subspace.

To illustrate this theorem we mention the following result: If S is a quasinilpotent

kernel operator and S− (respectively S+) is compact, then |S| and S+ (respectively S−)

have invariant subspaces.

Recall that(fi)
∞
i=0 denote the standard unit vectors of `1. It is well known that we

can consider each S ∈ L(`1) as an infinite matrix S = (sij)
∞
i,j=0. Let S(i) denote the i-th

row of this matrix. If x ∈ `1, then (Sx)i = 〈S(i), x〉, so that Sx =
∑∞

i=0〈S(i), x〉fi. This

gives a nuclear representation S =
∑∞

i=0 S(i)⊗ fi, where the rows S(i) of S are considered

as linear functionals on `1. It follows that

ν(S) 6
∞∑
i=0

‖S(i)‖∞‖fi‖1 =
∞∑
i=0

‖S(i)‖∞,

so that S is nuclear if the last sum is finite.

The construction of [Read97] is similar to the construction in [Read85] described in

Section 1.1, the only difference is in the coefficients in A)-D):

0) f0 = e0;

A) if integers r, n, and i satisfy 0 < r 6 n, i ∈ [0, vn−r] + ran, then fi = (nranei −
ei−ran)(n− r)i−ranan−r;

B) if integers r, n, and i satisfy 0 < r < n, i ∈ (ran + vn−r, (r + 1)an), (respectively,

1 6 n, i ∈ (vn−1, an)), then fi = ni2(h−i)/
√

anei, where h = (r + 1
2
)an (respectively,

h = 1
2
an);

C) if integers r, n, and i satisfy 0 < r 6 n, i ∈ [r(an + bn), nan + rbn], then fi =

niei − bnn
i−bnei−bn ;

D) if integers r, n, and i satisfy 0 6 r < n, i ∈ (nan + rbn, (r + 1)(an + bn)), then

fi = ni2(h−i)/
√

bnei, where h = (r + 1
2
)bn.
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C.J. Read proves in [Read97] that the operator constructed this way (we will use

the same symbol T to denote it) still has no invariant subspaces, but is in addition

quasinilpotent.

Our plan is as follows: we will prove that the negative part of T is nuclear, hence

compact. Then Theorem 1.3.3 will imply that r(|T |) is a positive eigenvalue of |T |,
corresponding to a positive eigenvector.

Lemma 1.3.6. The operator T− is nuclear, provided d increases sufficiently rapidly.

Proof. Similarly to the proofs of [Read97, Lemma 5.1] and [Read86, Lemma 6.1] we study

the matrices (tij)
∞
i,j=0 and (t−ij)

∞
i,j=0 of T and T− respectively. Recall that tki = (Tfi)k,

so that it suffices to look at the images of the standard unit vectors under T . We will

see that the matrix of T is quite sparse and has the following structure: every entry on

the diagonal right under the main diagonal is strictly positive, there are no nonnegative

entries below this diagonal, and there are some entries above it. We consider consecutively

all the cases mentioned above.

0) Tf0 = e1 = 2(1−a1/2)/
√

a1f1, so that T−f0 = 0.

A) If i < vn−r + ran, i.e., i is not the right end point of the interval [ran, vn−r + ran],

then Tfi = (n− r)−1fi+1, so that T−fi = 0. The only nontrivial case here is when

i is the right end of the interval, i. e. i = vn−r + ran. Then we have

Tfi = an−rn
ran(n− r)vn−re1+ran+vn−r − an−r(n− r)vn−re1+vn−r

= ε1f1+vn−r+ran − ε2f1+vn−r ,

where ε1 > 0 and ε2 is given by

ε2 = (n− r + 1)−1−vn−r2(1+vn−r−an−r+1/2)/
√

an−r+1an−r(n− r)vn−r ,

so that

T−fvn−r+ran = ε2f1+vn−r . (1.2)
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B) Similarly, if ran + vn−r < i < (r + 1)an − 1 or vn−1 < i < an − 1, then Tfi =

n−121/
√

anfi+1, so that T−fi = 0. If i = (r+1)an−1, then Tfi = ni2(1−an/2)/
√

ane(r+1)an .

To express this in terms of the fi’s, notice that f(r+1)an = an−r−1(n
(r+1)ane(r+1)an−e0),

which implies

e(r+1)an = n−(r+1)an(a−1
n−r−1f(r+1)an + f0), (1.3)

In this case T−fi = 0. Analogously, if i = an − 1, then Tfi = ni2(1−an/2)/
√

anean . It

follows from fan = an−1(n
anean − e0) that

Tfi = n−12(1−an/2)/
√

an(a−1
n−1fan + f0),

and again T−fi = 0. Thus, case (B) produces no nontrivial entries in T−.

C) If i is not the right end of the interval, i.e. i < nan + rbn, then Tfi = n−1fi+1, so

that T−fi = 0. If i = nan + rbn, then

Tfi = nnan+rbne1+nan+rbn − bnn
nan+(r−1)bne1+nan+(r−1)bn

= ε1f1+nan+rbn − ε2f1+nan+(r−1)bn ,

where ε1 > 0 and ε2 = bnn−12(1+nan−bn/2)/
√

bn . It follows that

T−fnan+rbn = bnn−12(1+nan−bn/2)/
√

bnf1+nan+(r−1)bn . (1.4)

D) If i < (r + 1)(an + bn) − 1, then Tfi = n−121/
√

bnfi+1, so that T−fi = 0. If

i = (r + 1)(an + bn)− 1 then

Tfi = ni2(−an/2−(r+1)an/2+1)/
√

bne(r+1)(an+bn).

Using (C) inductively we obtain the following identity:

e(r+1)(an+bn) = n−(r+1)(an+bn){f(r+1)(an+bn) + bnf(r+1)an+rbn + . . .

+ nr
nf(r+1)an+bn}+ br+1

n n−(r+1)bne(r+1)an .

Substitute e(r+1)an from (1.3) and notice that all the the coefficients are positive

and, therefore, T−fi = 0. Thus, case (D) does not produce any nontrivial entries

in T−.
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Summarizing the calculations, the only nonzero entries of T− are given by (1.2) and

(1.4):

t−1+vn−r,vn−r+ran
= (n− r + 1)−1−vn−r2(1+vn−r−an−r+1/2)/

√
an−r+1an−r(n− r)vn−r

and

t−nan+(r−1)bn+1,nan+rbn
= bnn−12(1+nan−bn/2)/

√
bn

for all 0 < r 6 n. To show that T− is nuclear it suffices to show
∑∞

k=0‖T−
(k)‖∞ < ∞.

Look at the rows of T− containing non-zero entries. Notice that

t−1+vn−r,vn−r+ran
6 an−r2

(1+vn−r−an−r+1/2)/
√

an−r+1 6 2−(1+vn−r)

for all 0 < r 6 n provided d increases sufficiently rapidly. It follows that ‖T−
(1+vm)‖∞ 6

2−(1+vm) for every m > 0 and
∞∑

m=0

‖T−
(1+vm)‖∞ 6

∞∑
m=0

2−1−vm < 1.

Further, the entries t−nan+(r−1)bn+1,nan+rbn
do not depend on r, and their contribution

to
∑∞

k=0‖T−
(k)‖∞ does not exceed the sum of all of them, which can be easily estimated:

∞∑
n=1

n∑
r=1

bnn
−12(1+nan−bn/2)/

√
bn 6

∞∑
n=1

bn2(1+nan−bn/2)/
√

bn 6
∞∑

n=1

2−n = 1,

because bn2(1+nan−bn/2)/
√

bn 6 2−n for all n > 1 provided d increases sufficiently rapidly.

Thus, ν(T−) 6
∑∞

k=0‖T−
(k)‖∞ < 2 provided d increases sufficiently rapidly.

Corollary 1.3.7. T satisfies the following properties, provided d increases sufficiently

rapidly:

(i) |T |, T+, and T− have positive eigenvectors;

(ii) Neither |T | nor T+ has an invariant ideal.

Proof. It follows from Theorem 1.3.3 and Lemma 1.3.6 that |T | has a positive eigenvector.

It was noticed in the proof of Lemma 1.3.6 that T−f0 = 0, so that T− also has a positive

eigenvector.
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To prove (ii), assume that J is a closed ideal in `1 invariant under |T | or T+, and

that 0 6= x ∈ J , then xk 6= 0 for some k > 0, so that fk ∈ J . It follows from the proof

of Lemma 1.3.6 that both |T |fi and T+fi have nonzero (i + 1)-th component, implying

fk+1 ∈ J . Proceeding inductively, we see that fi ∈ J for all i > k. Further, the proof

of Lemma 1.3.6 also shows that (|T |fi)0 6= 0 and (T+fi)0 6= 0 for infinitely many i’s, so

that f0 ∈ J . It follows that fi ∈ J for every i > 0, so that J = `1. In fact, (ii) is a

manifestation of the fact that a positive operator S on `p (1 6 p < ∞) has no invariant

ideals if and only if there is a path between every two columns of S (c.f. [AAB98, Tr]).

It follows from (ii) and Theorem 1.3.1 that T+ cannot be quasinilpotent. On the

other hand, since T+ = T +T− then, analogously to the proof of Theorem 1.3.3, we have

ress(T
+) = 0. Then by Theorem 1.3.2 we conclude that r(T+) is a positive eigenvalue of

T+, corresponding to a positive eigenvector.

The last statement of Corollary 1.3.7 emphasizes that the hypothesis of not having

invariant ideals in Theorem 1.3.3 is weaker than not having invariant subspaces. We do

not know if the moduli of the operators produced in [Read85, Read86] have invariant

subspaces.
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Chapter 2

Spectral radii of bounded operators

on locally convex spaces

2.1 Bounded operators

There are various definitions for a bounded linear operator between two topological vector

spaces. To avoid confusion, we will, of course, give different names to different types of

boundedness.

Definition 2.1.1. Let X and Y be topological vector spaces. An operator T : X → Y

is said to be

(i) bb-bounded if it maps every bounded set into a bounded set;

(ii) nb-bounded if it maps some neighborhood into a bounded set;

Further, if X = Y we will say that T : X → X is nn-bounded if there exists a base N0

of zero neighborhoods such that for every U ∈ N0 there is a positive scalar α such that

T (U) ⊆ αU .

Remark 2.1.2. [Edw65] and [KN76] present (i) as the definition of a bounded operator

on a topological vector space, while [RR64] and [Sch71] use (ii) for the same purpose. As

we will see, these definitions are far from being equivalent.
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Proposition 2.1.3. Let X and Y be topological vector spaces. For an operator T : X →
Y consider the following statements:

(i) T is bb-bounded;

(ii) T is continuous;

(iii) T is nn-bounded;

(iv) T is nb-bounded.

Then (iv) ⇒ (ii) ⇒ (i). Furthermore, if X = Y then (iv) ⇒ (iii) ⇒ (ii) ⇒ (i).

Proof. The implications (iv) ⇒ (ii) ⇒ (i) are trivial. To show (iv) ⇒ (iii) ⇒ (ii) assume

that X = Y and fix a base N0 of zero neighborhoods. If T is nb-bounded then T (U) is

bounded for some U ∈ N0. Note that Ñ0 = {λU ∩ V : λ > 0, V ∈ N0 } is another base

of zero neighborhoods. For each W = λU ∩ V in Ñ0 we have T (W ) ⊆ λT (U). But T (U)

is bounded and so T (W ) ⊆ λT (U) ⊆ λαW for some positive α, i.e., T is nn-bounded.1

Finally, if T is nn-bounded, then there is a base N0 such that for every zero neighbor-

hood U ∈ N0 there is a positive scalar α such that T (U) ⊆ αU . Let V be an arbitrary zero

neighborhood. Then there exists U ∈ N0 such that U ⊆ V , so that T (U) ⊆ αU ⊆ αV

for some α > 0. Taking W = 1
α
U we get T (W ) ⊆ V , hence T is continuous.

2.1.4. It can be easily verified that if T is an operator on a locally bounded space then

all the statements in Lemma 2.1.3 are equivalent. In general, however, these notions

are not equivalent. Obviously, the identity operator I is always nn-bounded, continuous,

and bb-bounded, but I is nb-bounded if and only if the space is locally bounded. Every

bb-bounded operator between two locally convex spaces is continuous if and only if the

domain space is bornological. (Recall that a locally convex space is bornological if

every balanced convex set absorbing every bounded set is a zero neighborhood, for

details see [Sch71, RR64].)

1Note that if the topology is locally convex, then we can assume that U is convex and N0 consists of

convex neighborhoods. In this case Ñ0 also consists of convex neighborhoods.
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Example 2.1.5. A continuous but not nn-bounded operator. Let T be the left shift on

the space of all real sequences RN with the topology of coordinate-wise convergence, i.e.,

T : (x0, x1, x2, . . . ) 7→ (x1, x2, x3, . . . ). Clearly T is continuous. We will show that T is

not nn-bounded. Assume that for every zero neighborhood U in some base N0 there is

a positive scalar α such that T (U) ⊆ αU . Since the set
{
x = (xk) : |x0| < 1

}
is a zero

neighborhood, there must be a base neighborhood U ∈ N0 such that U ⊆ {x : |x0| < 1}.
Since T (U) ⊆ αU for some positive α then T n(U) ⊆ αnU , so that if x = (xk) ∈ U then

T nx ∈ αnU , so that |xn| =
∣∣(T nx)0

∣∣ < αn. Hence U ⊆ {
x : |xn| < αn for each n > 0

}
.

But this set is bounded, while the space is not locally bounded, a contradiction.

2.1.6. Algebraic properties of bounded operators. The sum of two bb-bounded

operators is bb-bounded because the sum of two bounded sets in a topological vector

space is bounded. Clearly the product of two bb-bounded operators is bb-bounded. It is

well known that sums and products of continuous operators are continuous. Obviously,

the product of two nn-bounded operators is nn-bounded, and it can be easily verified

that the sum of two nn-bounded operators on a locally convex (or locally pseudo-convex)

space is again nn-bounded. It is not difficult to see that the sum of two nb-bounded

operator is nb-bounded. Indeed, suppose that T1 and T2 are two nb-bounded operators,

then the sets T1(U1) and T2(U2) are bounded for some base zero neighborhoods U1 and

U2. There exists another base zero neighborhood U ⊆ U1 ∩ U2, then the sets T1(U) and

T2(U) are bounded, so that (T1 + T2)(U) ⊆ T1(U) + T2(U) is bounded. Finally, it is not

difficult to see that the product of two nb-bounded operators is again nb-bounded. In

fact, it follows immediately from Proposition 2.1.3 and the following simple observation:

if we multiply an nb-bounded operator by a bb-bounded operator on the left or by an

nn-bounded operator on the right, the product is nb-bounded.

Thus, the class of all bb-bounded operators, the class of all continuous operators,

and the class of all nb-bounded operators are subalgebras of the algebra of all linear

operators. The class of nn-bounded operators is an algebra provided that the space is

locally (pseudo-)convex
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Boundedness in terms of convergence

Suppose T : X → Y is an operator between two topological vector spaces. It is well

known that T is continuous if and only if it maps convergent nets to convergent nets.

Notice that a subset of a topological vector space is unbounded if and only if it

contains an unbounded sequence. Therefore, an operator is bb-bounded if and only if it

maps bounded sequences (nets) to bounded sequences (respectively nets).

It is easy to see that T is nn-bounded if and only if T maps U -bounded (U -convergent

to zero) sequences to U -bounded (respectively U -convergent to zero) sequences for every

base zero neighborhood U in some base of zero neighborhoods. We say that a net (xγ) is

U-bounded if it is contained in αU for some α > 0, and xγ
U−→ 0 if for every α > 0 there

exits γ0 such that xγ ∈ αU whenever γ > γ0.

2.1.7. Suppose T is nb-bounded, then T (U) is bounded for some zero neighborhood U .

Obviously xγ
U−→ 0 implies Txγ → 0. The converse implication is also valid: if T maps U -

convergent sequences to convergent sequences, then T has to be nb-bounded and the set

T (U) is bounded. Indeed, if T (U) is unbounded, then there is a zero neighborhood V in

Y such that V does not absorb T (U). Then for every n > 1 there exists yn ∈ T (U) \nV .

Suppose yn = Txn for some xn ∈ U , then xn

n

U−→ 0, but T (xn

n
) = yn

n
/∈ V , so that T (xn

n
)

does not converge to zero.

Normed, quasi-normed, and semi-normed spaces

Next, we discuss bounded operators in some particular topologies. Notice that every

normed, semi-normed, or quasi-normed vector space is locally bounded. Therefore bb-

boundedness, continuity, nn-boundedness and nb-boundedness coincide for operators on

such spaces.

25



Locally convex topology

Definition 2.1.8. Let T be an operator on a semi-normed vector space (X, p). As in

the case with normed spaces, p generates an operator semi-norm p(T ) defined by

p(T ) = sup
p(x)6=0

p(Tx)

p(x)
.

More generally, let S : X → Y be a linear operator between two seminormed spaces

(X, p) and (Y, q). Then we define a mixed operator seminorm associated with p and

q via

mpq(S) = sup
p(x)6=0

q(Sx)

p(x)
.

The semi-norm mpq(S) is a measure of how far in the seminorm q the points of the

p-unit ball can go under S. Notice, that p(T ) and mpq(S) may be infinite. Clearly, if T

is an operator on a semi-normed space (X, p), then mpp(T ) = p(T ).

Lemma 2.1.9. If S : X → Y is an operator between two seminormed spaces (X, p) and

(Y, q), then

(i) mpq(S) = sup
p(x)=1

q(Sx) = sup
p(x)61

q(Sx);

(ii) q(Sx) 6 mpq(S)p(x) whenever mpq(S) < ∞.

Proof. The first equality in (i) follows immediately from the definition of p(T ). We

obviously have

sup
p(x)=1

q(Sx) 6 sup
p(x)61

q(Sx).

In order to prove the opposite inequality, notice that if 0 < p(x) 6 1, then q(Sx) 6
q(Sx)
p(x)

6 mpq(S). Thus, it is left to show that p(x) = 0 implies q(Sx) 6 mpq(S). Pick any

z with p(z) > 0, then

p( z
n
) = p(x + z

n
− x) 6 p(x + z

n
) + p(x) = p(x + z

n
) 6 p(x) + p( z

n
) = p(z)

n
,
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so that p(x + z
n
) = p( z

n
) ∈ (0, 1) for n > p(z). Further, since Sx + Sz

n
converges to Sx we

have

q(Sx) = lim
n→∞

q(Sx + Sz
n

) 6 lim
n→∞

q
(
S(x + z

n
)
)

p(x + z
n
)

6 mpq(S).

Finally, (ii) follows directly from the definition if p(x) 6= 0. In the case when p(x) = 0,

again pick any z with p(z) > 0, then p(x + z
n
) 6= 0 and

q(Sx) = lim
n→∞

q(Sx + Sz
n

) = lim
n→∞

q
(
S(x + z

n
)
)

6 lim
n→∞

mpq(S)p(x + z
n
) = 0.

Corollary 2.1.10. If T is an operator on a seminormed space (X, p), then

(i) p(T ) = sup
p(x)=1

p(Tx) = sup
p(x)61

p(Tx);

(ii) p(Tx) 6 p(T )p(x) whenever p(T ) < ∞.

The following propositions characterize continuity, nn-boundedness, and nb-bound-

edness of operators on locally convex spaces in terms of operator seminorms. We assume

that X and Y are locally convex spaces with generating families of seminorms P and Q
respectively.

Proposition 2.1.11. Let S be an operator from X to Y , then S is continuous if and

only if for every q ∈ Q there exists p ∈ P such that mpq(S) is finite.

Proposition 2.1.12. An operator T on X is nn-bounded if and only if p(T ) is finite for

every p ∈ P, or, equivalently, if T maps p-bounded sets to p-bounded sets for every p in

some generating family P of seminorms.

Proposition 2.1.13. Let S : X → Y be a linear operator, then the following are equiv-

alent:

(i) S is nb-bounded;

(ii) S maps p-bounded sets into bounded sets for some p ∈ P;

(iii) There exists p ∈ P such that mpq(S) < ∞ for every q ∈ Q.

Question. Is there a similar characterization of bb-boundedness?
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Operator topologies

For each of the five classes of operators, we introduce an appropriate natural operator

topology. The class of all linear operators between two topological vector spaces will

be usually equipped with the strong operator topology. Recall, that a sequence (Sn)

of operators from X to Y is said to converge strongly or pointwise to a map S if

Snx → Sx for every x ∈ X. Clearly, S will also be a linear operator.

The class of all bb-bounded operators will usually be equipped with the topology of

uniform convergence on bounded sets. Recall, that a sequence (Sn) of operators is

said to converge to zero uniformly on A if for each zero neighborhood V in Y there

exists an index n0 such that Sn(A) ⊆ V for all n > n0. We say that (Sn) converges to

S uniformly on bounded sets if (Sn − S) converges to zero uniformly on bounded sets.

Recall also that a family G of operators is called uniformly bounded on a set A ⊆ X if

the set
⋃

S∈G S(A) is bounded in Y .

Lemma 2.1.14. If a sequence (Sn) of bb-bounded operators converges uniformly on

bounded sets to an operator S, then S is also bb-bounded.

Proof. Fix a bounded set A. Since S − Sn converges to zero uniformly on bounded sets

then for every base zero neighborhood V there exists an index n0 such that (Sn−S)(A) ⊆
V whenever n > n0. This yields S(A) ⊆ Sn(A)+V ⊆ γV since Sn(A) is bounded. Thus,

S(A) is bounded for every bounded set A, so that S is bb-bounded.

The class of all continuous operators will be usually equipped with the topology of

equicontinuous convergence. Recall, that a family G of operators from X to Y is called

equicontinuous if for each zero neighborhood V in Y there is a zero neighborhood U in

X such that S(U) ⊆ V for every S ∈ G. We say that a sequence (Sn) converges to zero

equicontinuously if for each zero neighborhood V in Y there is a zero neighborhood U

in X such that for every ε > 0 there exists an index n0 such that Sn(U) ⊆ εV for all

n > n0.

28



Lemma 2.1.15. If a sequence Sn of continuous operators converges equicontinuously to

S, then S is also continuous.

Proof. Fix a zero neighborhood V , there exist zero neighborhoods V1 and U and an index

n0 such that V1 + V1 ⊆ V and (Sn − S)(U) ⊆ V1 whenever n > n0. Fix n > n0. The

continuity of Sn guarantees that there exists a zero neighborhood W ⊆ U such that

Sn(W ) ⊆ V1. Since (Sn − S)(W ) ⊆ V1, we get S(W ) ⊆ Sn(W ) + V1 ⊆ V1 + V1 ⊆ V ,

which shows that S is continuous.

The class of all nn-bounded operators will be usually equipped with the topology of

nn-convergence, defined as follows. We will call a collection G of operators uniformly

nn-bounded if there exists a base N0 of zero neighborhoods such that for every U ∈ N0

there exists a positive real β such that S(U) ⊆ βU for each S ∈ G. We say that a

sequence (Sn) nn-converges to zero if there is a base N0 of zero neighborhoods such

that for every U ∈ N0 and every ε > 0 we have Sn(U) ⊆ εU for all sufficiently large n.

Question. Is the class of all nn-bounded operators closed relative to nn-convergence?

Finally, the class of all nb-bounded operators will be usually equipped with the topol-

ogy of uniform convergence on a zero neighborhood.

Example 2.1.16. The class of nb-bounded operators is not closed in the topology of

uniform convergence on a zero neighborhood. Let X = RN, the space of all real sequences

with the topology of coordinate-wise convergence. Let Tn be the projection on the first

n components. Clearly, every Tn is nb-bounded because it maps the zero neighborhood

Un =
{
(xi)

∞
i=1 : |xi| < 1 for i = 1, . . . , n

}
to a bounded set. On the other hand, (Tn)

converges uniformly on X to the identity operator, while the identity operator on X is

not nb-bounded.

2.2 Spectra of an operator

Recall that if T is a continuous operator on a Banach space, then its resolvent set ρ(T )

is the set of all λ ∈ C such that the resolvent operator Rλ = (λI−T )−1 exists, while the
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spectrum of T is defined by σ(T ) = C \ ρ(T ). The Open Mapping Theorem guarantees

that if Rλ exists then it is automatically continuous. Now, if T is an operator on an

arbitrary topological vector space and λ ∈ C then the algebraic inverse Rλ = (λI − T )−1

may exist but not be continuous, or may be continuous but not nb-bounded, etc. In

order to treat all these cases properly we introduce the following definitions.

Definition 2.2.1. Let T be a linear operator on a topological vector space. We denote

the set of all scalars λ ∈ C for which λI−T is invertible in the algebra of linear operators

by ρl(T ). We say that λ ∈ ρbb(T ) (respectively ρc(T ) or ρnn(T )) if the inverse of λI−T is

bb-bounded (respectively continuous or nn-bounded). Finally, we say that λ ∈ ρnb(T ) if

the inverse of λI−T belongs to the unitalization of the algebra of nb-bounded operators,

i.e., when (λI − T )−1 = αI + S for a scalar α and an nb-bounded operator S.

The spectral sets σl(T ), σbb(T ), σc(T ), σnn(T ), and σnb(T ) are defined to be the

complements of the resolvent sets ρl(T ), ρbb(T ), ρc(T ), ρnn(T ), and ρnb(T ) respectively.2

We will denote the (left and right) inverse of λI − T whenever it exists by Rλ.

2.2.2. It follows immediately from Proposition 2.1.3 that σl(T ) ⊆ σbb(T ) ⊆ σc(T ) ⊆
σnn(T ) ⊆ σnb(T ). It follows from the Open Mapping Theorem that for a continuous

operator T on a Banach space all the introduced spectra coincide with the usual spectrum

σ(T ). Since the Open Mapping Theorem is still valid on Fréchet spaces, we have σl(T ) =

σbb(T ) = σc(T ) for a continuous operator T on a Fréchet space.

2.2.3. If T is an operator on a locally bounded space (X, U), then by 2.1.4 bb-boundedness

of T is equivalent to nb-boundedness, so that σbb(T ) = σc(T ) = σnn(T ) = σnb(T ). We

will denote this set by σU(T ) to avoid ambiguity. Spectral theory of continuous operators

on quasi-Banach spaces was developed in [Gram66].

2.2.4. There are several reasons why we define σnb in a slightly different fashion than

the other spectra. Namely, for λ to be in ρnb(T ) we require (λI − T )−1 be not just

nb-bounded, but be nb-bounded up to a multiple of the identity operator. On one hand,

2We use superscripts in order to avoid confusion with σc(T ), which is commonly used for continuous

spectrum.
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this is the standard way to define the spectrum of an element in a non-unital algebra,

and we know that the algebra of nb-bounded operators is unital only when the space

is locally bounded. On the other hand, if we defined ρnb(T ) as the set of all λ ∈ C for

which (λI − T )−1 is nb-bounded, then we wouldn’t have gotten any deep theory because

(λI − T )−1 is almost never nb-bounded when the space is not locally bounded.

Indeed, suppose that X is not locally bounded, T is a bb-bounded operator on X,

and λ ∈ C. Then Rλ = (λI − T )−1 cannot be nb-bounded, because in this case I =

(λI − T )Rλ would be nb-bounded by 2.1.6 as a product of a bb-bounded and an nb-

bounded operators. But we know that I is not nb-bounded because X is not locally

bounded.

We will see in Proposition 2.5.3 that in a locally convex but non locally bounded space

nb-bounded operators are never invertible, which implies that in such spaces (λI − T )−1

is not nb-bounded for any linear operator T .

2.2.5. Next, let T be a (norm) continuous operator on a Banach space, σ(T ) the usual

spectrum of T , and let σl(T ), σbb(T ), σc(T ) be computed with respect to the weak

topology. It is known that an operator on a Banach space is weak-to-weak continuous

if and only if it is norm-to-norm continuous; therefore it follows that σc(T ) = σ(T ).

Furthermore, σl(T ) does not depend on the topology, so that it also coincides with σ(T ).

Thus σl(T ) = σbb(T ) = σc(T ) = σ(T ).

We would like to mention that our definition of spectra of an operator on a topological

vector space is different from the one of Waelbroeck in [Wael54].

2.3 Spectral radii of an operator

The spectral radius of a bounded linear operator T on a Banach space is usually defined

via the Gelfand formula r(T ) = lim
n→∞

n
√
‖T n‖. The formula involves a norm and so makes

no sense in a general topological vector space. Fortunately, this formula can be rewritten

without using a norm, and then generalized to topological vector spaces. Similarly to the
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situation with spectra, this generalization can be done in several ways, so that we will

obtain various types of spectral radii for an operator on a topological vector space. We

will show later that, as with the Banach space case, there are some relations between the

spectral radii, the radii of the spectra, and the convergence of the Neumann series of an

operator on a locally convex topological vector space. The content of this section may

look technical at the beginning, but later on the reader will see that all the facts lead to

a simple and natural classification. We start with an almost obvious numerical lemma.

Lemma 2.3.1. If (tn) is a sequence in R+ ∪ {∞}, then

lim sup
n→∞

n
√

tn = inf{ ν > 0 : lim
n→∞

tn
νn = 0 } = inf{ ν > 0 : lim sup

n→∞
tn
νn < ∞}.

Proof. Suppose lim sup
n→∞

n
√

tn = r. If 0 < ν < r, then nk
√

tnk
> µ > ν for some µ and

some subsequence (tnk
), so that

tnk

νnk
> µnk

νnk
→ ∞ as k goes to infinity. It follows that

lim sup limn→∞ tn
νn = ∞. On the other hand, if r is finite and ν > r then n

√
tn < µ < ν

for some µ and for all sufficiently large n. Then lim
n→∞

tn
νn 6 lim

n→∞
µn

νn = 0.

This lemma implies that the spectral radius r(T ) of a (norm) continuous operator T on

a Banach space equals the infimum of all positive real scalars ν such that the sequence
(

T n

νn

)
converges to zero (or just is bounded) in operator norm topology. This can be

considered as an alternative definition of the spectral radius, and can be generalized to

any topological vector space. Since for each of the five considered classes of operators on

topological vector spaces we introduced appropriate concepts of convergent and bounded

sequences, we arrive to the following definition.

Definition 2.3.2. Given a linear operator T on a topological vector space X, define the

following numbers:

rl(T ) = inf{ ν > 0 : the sequence
(

T n

νn

)
converges strongly to zero };

rbb(T ) = inf{ ν > 0 : T n

νn → 0 uniformly on every bounded set };
rc(T ) = inf{ ν > 0 : T n

νn → 0 equicontinuously };
rnn(T ) = inf{ ν > 0 :

(
T n

νn

)
nn-converges to zero};

rnb(T ) = inf{ ν > 0 : T n

νn → 0 uniformly on some 0-neighborhood }.
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The following proposition explains the relations between the introduced radii.

Proposition 2.3.3. If T is a linear operator on a topological vector space X, then

rl(T ) 6 rbb(T ) 6 rc(T ) 6 rnn(T ) 6 rnb(T ).

Proof. Let T be a linear operator on a topological vector space X. Since every singleton

is bounded then rl(T ) 6 rbb(T ). Next, assume ν > rc(T ), fix µ such that rc(T ) < µ < ν,

then the sequence (T n

µn ) converges to zero equicontinuously. Take a bounded set A and

a zero neighborhood U . There exists a zero neighborhood V and a positive integer

N such that T n

µn (V ) ⊆ U whenever n > N . Also, A ⊆ αV for some α > 0, so that

T n

νn (A) ⊆ µn

νn
T n

µn (αV ) ⊆ µnα
νn U ⊆ U for all sufficiently large n. It follows that the sequence

(T n

νn ) converges to zero uniformly on A and, therefore, ν > rbb(T ). Thus, rbb(T ) 6 rc(T ).

To prove the inequality rc(T ) 6 rnn(T ) we let ν > rnn(T ). Then for some base N0 of

zero neighborhoods and for every V ∈ N0 and ε > 0 there exists a positive integer N such

that T n

νn (V ) ⊆ εV for every n > N . Given a zero neighborhood U , we can find V ∈ N0

such that V ⊆ U . Then T n

νn (V ) ⊆ εV ⊆ εU for every n > N , so that the sequence (T n

νn )

converges to zero equicontinuously, and, therefore, ν > rc(T ).

Finally, we must show that rnn(T ) 6 rnb(T ). Suppose that ν > rnb(T ), we claim that

ν > rnn(T ). Take µ so that ν > µ > rnb(T ). One can find a zero neighborhood U such

that for every zero neighborhood V there is a positive integer N such that T n

µn (U) ⊆ V

for every n > N . Fix a base N0 of zero neighborhoods, and define a new base Ñ0 of zero

neighborhoods via Ñ0 = {mU ∩W : m ∈ N, W ∈ N0}. Let V ∈ Ñ0 and ε > 0. Then

V = mU ∩W for some positive integer m and W ∈ N0. Then T n

µn (V ) ⊆ mT n

µn (U) ⊆ mV

and for every sufficiently large n, so that T n

νn (V ) ⊆ µn

νn mV ⊆ εV , for each sufficiently large

n, which implies ν > rnn(T ).

The following lemma shows that, similarly to the case of Banach spaces, one can use

boundedness instead of convergence when defining the spectral radii of an operator on a

topological vector space. This gives alternative ways of computing the radii, which are

often more convenient.

Lemma 2.3.4. Let T be a linear operator on a topological vector space, then
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(i) rl(T ) = inf
{

ν > 0 :
(

T nx
νn

)
is bounded for every x

}
;

(ii) if T is bb-bounded then

rbb(T ) = inf
{

ν > 0 :
(

T n

νn

)
is uniformly bounded on every bounded set

}
;

(iii) if T is continuous then

rc(T ) = inf
{

ν > 0 :
(

T n

νn

)
is equicontinuous

}
;

(iv) if T is nn-bounded then

rnn(T ) = inf
{

ν > 0 :
(

T n

νn

)
is uniformly nn-bounded

}
;

(v) if T is nb-bounded then

rnb(T ) = inf
{

ν > 0 :
(

T n

νn

)
is uniformly bounded on some 0-neighborhood

}
.

Moreover, in each of these cases it suffices to consider any tail of the sequence
(

T n

νn

)

instead of the whole sequence.

Proof. To prove (i) let

r′l(T ) = inf
{

ν > 0 :
(

T n

νn x
)

is bounded for every x
}
.

Since every convergent sequence is bounded, we certainly have rl(T ) > r′l(T ). Conversely,

suppose ν > r′l(T ), and take any positive scalar µ such that ν > µ > r′l(T ). Then for

every x ∈ X the sequence T n

µn x is bounded, and it follows that the sequence T nx
νn = µn

νn
T nx
µn

converges to zero, so that ν > rl(T ) and, therefore r′l(T ) > rl(T ).

To prove (ii), suppose T is bb-bounded, and let

r′bb(T ) = inf
{

ν > 0 :
(

T n

νn

)
is uniformly bounded on every bounded set

}
.

We’ll show that r′bb(T ) = rbb(T ). If
(

T n

νn

)
converges to zero uniformly on every bounded

set, then for each bounded set A and for each zero neighborhood U there exists a

positive integer N such that T n

νn (A) ⊆ U whenever n > N . Also, since T is bb-

bounded, then for every n < N we have T n

νn (A) ⊆ αnU for some αn > 0. Therefore,

if α = max{α1, . . . , αN−1, 1}, then T n

νn (A) ⊆ αU for every n, so that the sequence T n

νn is

uniformly bounded on A. Thus ν > r′bb(T ), so that r′bb(T ) 6 rbb(T ).
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Now suppose ν > r′bb(T ). There exists µ such that ν > µ > r′bb(T ). The set
⋃∞

n=1
T n

µn (A) is bounded for every bounded set A, so that for every zero neighborhood U

there exists a scalar α such that T n

µn (A) ⊆ αU for every n ∈ N. Then T n

νn (A) ⊆ µnα
νn U ⊆ U

for all sufficiently large n. This means that the sequence
(

T n

νn

)
converges to zero uniformly

on A, and it follows that ν > rbb(T ).

Further, if T is bb-bounded, then any finite initial segment (T n

νn )N
n=0 is always uniformly

bounded on every bounded set, so that a tail (T n

νn )∞n=N is uniformly bounded on every

bounded set if and only if the whole sequence (T n

νn )∞n=0 is uniformly bounded on every

bounded set.

The statements (iii), (iv), and (v) can be proved in a similar way.

2.3.5. Locally bounded spaces. If T is a linear operator on a locally bounded topo-

logical vector space (X,U), then it follows directly from Definition 2.3.2 that rbb(T ) =

rc(T ) = rnn(T ) = rnb(T ), because the corresponding convergences are equivalent. In this

case we would denote each of these radii by rU(T ).

Spectral radii via seminorms

The following proposition provides formulas for computing spectral radii of an operator

on a locally convex space in terms of seminorms.

Proposition 2.3.6. If T is an operator on a locally convex space X with a generating

family of seminorms P, then

(i) rl(T ) = sup
p∈P, x∈X

lim sup
n→∞

n
√

p(T nx);

(ii) rc(T ) = sup
q∈P

inf
p∈P

lim sup
n→∞

n
√

mpq(T n);

(iii) rnn(T ) = inf
Q

sup
p∈Q

lim sup
n→∞

n
√

p(T n), where the infimum is taken over all generating

families of seminorms;

(iv) rnb(T ) = inf
p∈P

sup
q∈P

lim sup
n→∞

n
√

mpq(T n);

35



Proof. It follows from the definition of rl(T ) and Lemma 2.3.1 that

rl(T ) = inf
{

ν > 0 : lim
n→∞

p
(

T nx
νn

)
= 0 for every x ∈ X, p ∈ P }

= sup
x∈X, p∈P

inf
{

ν > 0 : lim
n→∞

p(T nx)
νn = 0

}
= sup

x∈X, p∈P
lim sup

n→∞
n
√

p(T nx).

Let Up = { x ∈ X : p(x) < 1 } for every p ∈ P . Then, rephrasing the definition of

rc(T ) and applying Lemma 2.3.1, we have

rc(T ) = inf
{

ν > 0 : ∀q ∈ P ∃p ∈ P ∀ε > 0 ∃N ∈ N ∀n > N T n

νn (Up) ⊆ εUq

}

= sup
q∈P

inf
p∈P

inf
{

ν > 0 : ∀ε > 0 ∃N ∈ N ∀n > N mpq

(
T n

νn

)
< ε

}

= sup
q∈P

inf
p∈P

inf
{

ν > 0 : lim
n→∞

mpq(T n)

νn = 0
}

= sup
q∈P

inf
p∈P

lim sup
n→∞

n
√

mpq(T n).

Similarly,

rnn(T ) = inf
{

ν > 0 : ∃Q ∀p ∈ Q ∀ε > 0 ∃N ∈ N ∀n > N T n

νn (Up) ⊆ εUp

}

= inf
Q

sup
p∈Q

inf
{

ν > 0 : lim
n→∞

p(T n)
νn = 0

}
= inf

Q
sup
p∈Q

lim sup
n→∞

n
√

p(T n).

Finally,

rnb(T ) = inf
{

ν > 0 : ∃p ∈ P ∀q ∈ P ∃N ∈ N ∀n > N T n

νn (Up) ⊆ Uq

}

= inf
p∈P

sup
q∈P

inf
{

ν > 0 : lim sup
n→∞

mpq(T n)

νn 6 1
}

= inf
p∈P

sup
q∈P

lim sup
n→∞

n
√

mpq(T n).

Some special properties of rc(T )

Continuity of an operator can be characterized in terms of neighborhoods (the preimage

of every neighborhood contains a neighborhood) or, alternatively, in terms of convergence

(every convergent net is mapped to a convergent net). Analogously, though defined in

terms of neighborhoods, rc(T ) can also be characterized in terms of convergent nets.

This approach was used by F. Garibay and R. Vera in a series of papers [GV97, GV98,

VM97]. Recall that a net (xα) in a topological vector space is said to be ultimately
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bounded if every zero neighborhood absorbs some tail of the net, i.e., for every zero

neighborhood V one can find an index α0 and a positive real δ > 0 such that xα ∈ δV

whenever α > α0. As far as we know, ultimately bounded sequences were first studied

in [DeV71] for certain locally-convex topologies. The relationship between ultimately

bounded nets and convergence of sequences of operators on locally convex spaces was

studied in [GV97, GV98, VM97]. The following proposition (which is, in fact, a version

of [VM97, Corollary 2.14]) shows how rc(T ) can be characterized in terms of the action

of powers of T on ultimately bounded sequences. It also implies that rc(T ) coincides

with the number γ(T ) which was introduced in [GV97, GV98, VM97] for a continuous

operator on locally convex spaces.

Proposition 2.3.7. Let T be a linear operator on a topological vector space X, then

rc(T ) = inf
{
ν > 0 : lim

n,α

T n

νn xα = 0 whenever (xα) is ultimately bounded
}

= inf
{
ν > 0 :

(
T n

νn xα

)
n,α

is ultimately bounded whenever (xα) is ultimately bounded
}
.

Proof. To prove the first equality it suffices to show that rc(T ) < 1 if and only if

lim
n,α

T nxα = 0 whenever (xα) is an ultimately bounded net. Suppose that rc(T ) < 1,

and let V be a zero neighborhood. One can find a zero neighborhood U such that for

every ε > 0 there exists n0 ∈ N such that T n(U) ⊆ εV for each n > n0. Let (xα) be an

ultimately bounded net. There exists an index α0 and a number δ > 0 such that xα ∈ δU

whenever α > α0. Then for ε = δ−1 one can find n0 such that T n(U) ⊆ δ−1V for each

n > n0, so that T nxα ∈ δT n(U) ⊆ V whenever α > α0 and n > n0. This means that

lim
n,α

T nxα = 0.

Conversely, suppose that lim
n,α

T nxα = 0 for each ultimately bounded net (xα), and

assume that T n does not converge equicontinuously to zero. Then there exists a zero

neighborhood V such that for every zero neighborhood U one can find εU such that for

every m ∈ N there exists nU,m > m with T nU,m(U) * εUV . Then there exists xU,m ∈ U

such that

T nU,mxU,m /∈ εUV. (2.1)
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The collection of all zero neighborhood ordered by inclusion is a directed set, so that

(xU,n) is an ultimately bounded net. Indeed, if W is a zero neighborhood then xU,n ∈ W

for each zero neighborhood U ⊆ W and every n ∈ N. But it follows from (2.1) that the

net
(
T nxU,m

)
n,m,U

does not converge to zero.

To prove the second equality, let

γ1 = inf
{
ν > 0 : lim

n,α

T n

νn xα = 0 whenever (xα) is ultimately bounded
}

and

γ2 = inf
{
ν > 0 :

(
T n

νn xα

)
n,α

is ultimately bounded if (xα) is ultimately bounded
}
.

Since every net which converges to zero is necessarily ultimately bounded, it follows that

γ1 > γ2. Now let ν > γ2, and let (xα) be an ultimately bounded sequence. Suppose that

γ2 < µ < ν, then
(

T n

µn xα

)
n,α

is ultimately bounded, that is, for each zero neighborhood V

there exists an indices α0 and n0 and a positive ε such that T n

µn xα ∈ εV whenever α > α0

and n > n0. It follows that T n

νn xα ∈ µnε
νn V ⊆ V for α > α0 and all sufficiently large n.

This implies that lim
n,α

T n

νn xα = 0 so that ν > γ1.

Question. Are there similar ways for computing rl(T ), rbb(T ), rnn(T ), and rnb(T ) in

terms of nets?

Proposition 2.3.7 enables us to prove some important properties of rc. The following

lemma is analogous to Lemma 3.13 of [VM97].

Lemma 2.3.8. If S and T are two commuting linear operators on a topological vector

space X such that rc(S) and rc(T ) are finite, then rc(ST ) 6 rc(S)rc(T ).

Proof. Suppose µ > rc(S) and ν > rc(T ) and let (xα) be an ultimately bounded net

in X. Then the net (T nxα

νn )n,α is ultimately bounded by Proposition 2.3.7. By applying

Proposition 2.3.7 again we conclude that (SmT nxα

µmνn )m,n,α converges to zero. In particular,

lim
n,α

(ST )nxα

(µν)n = lim
n,α

SnT nxα

µnνn = 0, and applying Proposition 2.3.7 one more time we get

µν > rc(ST ).

Theorem 2.3.9. If S and T are two commuting continuous operators on a locally convex

space X then rc(S + T ) 6 rc(S) + rc(T ).
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Proof. Assume without loss of generality that both rc(S) and rc(T ) are finite. Suppose

that η > rc(S) + rc(T ) and take µ > rc(S) and ν > rc(T ) such that η > µ + ν. Let

(xα) be an ultimately bounded net in X. By Proposition 2.3.7 it suffices to show that

lim
n,α

1
ηn (S +T )nxα = 0. Notice that the net

(
T n

νn xα

)
n,α

is ultimately bounded. This implies

that the net
(

Sm

µm
T n

νn xα

)
m,n,α

converges to zero. Fix a seminorm p, then there exist indices

n0 and α0 such that p(SmT nxα) < µmνn whenever m,n > n0 and α > α0. Also, notice

that we can split η into a product of two terms η = η1η2 such that η1 > 1 while still

η2 > µ + ν. Further, if n > 2n0 and α > α0 then we have

p
(

1
ηn (S + T )nxα

)
6

1
ηn

n0∑

k=0

(
n
k

)
p
(
SkT n−kxα

)
+ 1

ηn

n−n0∑

k=n0+1

(
n
k

)
p
(
SkT n−kxα

)
+ 1

ηn

n∑

k=n−n0+1

(
n
k

)
p
(
SkT n−kxα

)
.

Since
(

n
k

)
= (n−k+1)···(n−1)·n

1·2···(k−1)·k 6 nk and
∑n

k=0

(
n
k

)
µkνn−k = (µ + ν)n, we have

p
(

1
ηn (S + T )nxα

)
6

nn0

ηn

n0∑

k=0

p
(
SkT n−kxα

)
+

1

ηn

n−n0∑

k=n0+1

(
n
k

)
µkνn−k +

nn0

ηn

n∑

k=n−n0+1

p
(
SkT n−kxα

)

6 nn0

ηn
1

· 1

ηn
2

n0∑

k=0

(
p
(
T n−kSkxα

)
+ p

(
Sn−kT kxα

))
+

(µ + ν)n

ηn
.

Notice that lim
n→∞

(µ+ν)n

ηn = 0 and that lim
n→∞

nn0

ηn
1

= 0. Since T is continuous, the net (T kxα)α

is ultimately bounded for every fixed k, so that lim
n,α

1

ηn−k
2

Sn−kT kxα = 0. It follows that

for every k between 0 and n0 the expression 1
ηn
2
p
(
Sn−kT kxα

)
is uniformly bounded for

all sufficiently large n and α. Similarly, for every k between 0 and n0 the expression

1
ηn
2
p
(
T n−kSkxα

)
is uniformly bounded for all sufficiently large n and α. Therefore there

exist indices n1 and α1 such that the finite sum

1

ηn
2

n0∑

k=0

(
p
(
T n−kSkxα

)
+ p

(
Sn−kT kxα

))

is uniformly bounded for all n > n1 and α > α1. It follows that lim
n,α

p
(

1
ηn (S+T )nxα

)
= 0,

so that η > rc(S + T ).
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Corollary 2.3.10. If T is a continuous operator on a locally convex space with finite

rc(T ) then rc

(
P (T )

)
is finite for every polynomial P (z).

Definition 2.3.11. We say that a sequence (xn) in a topological vector space is fast

null if lim
n→∞

αnxn = 0 for every positive real α.

Lemma 2.3.12. If T is a linear operator on a topological vector space with rc(T ) < ∞
then (T nxn) is fast null whenever (xn) is fast null.

Proof. Suppose (xn) is a fast null sequence in a topological vector space and rc(T ) < ∞.

Let ν > rc(T ), the sequence νnαnxn converges to zero, hence is ultimately bounded, then

by Proposition 2.3.7 we have

lim
n→∞

αnT nxn = lim
n→∞

T n

νn νnαnxn = 0.

2.4 Spectra and spectral radii

It is well known that for a continuous operator T on a Banach space its spectral radius

r(T ) equals the geometrical radius of the spectrum
∣∣σ(T )

∣∣ = sup{|λ| : λ ∈ σ(T )}.
Further, whenever |λ| > r(T ), the resolvent operator Rλ = (λI − T )−1 is given by

the Neumann series
∑∞

i=0
T i

λi+1 . We are going to show in the next five theorems that

the spectral radii that we have introduced are upper bounds for the actual radii of the

correspondent spectra, and that when |λ| is greater than or equal to any of these spectral

radii, then the Neumann series converges in the correspondent operator topology to the

resolvent operator.

In the following Theorems 2.4.1–2.4.5 we assume that T is a linear operator on a

sequentially complete locally convex space, λ is a complex number, and Rλ is the resolvent

of T at λ in the sense of Definition 2.2.1.

Theorem 2.4.1. If |λ| > rl(T ) then the Neumann series converges pointwise to a linear

operator R0
λ, and R0

λ(λI − T ) = I. Moreover, if T is continuous, then R0
λ = Rλ and

∣∣σl(T )
∣∣ 6 rl(T ).
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Proof. For any λ ∈ C such that |λ| > rl(T ) one can find z ∈ C such that 0 < |z| < 1

and λz > rl(T ). Consider a point x ∈ X and a base zero neighborhood U . Since by the

definition of rl(T ) the sequence
(

T nx
(λz)n

)
converges to zero, there exist a positive integer

n0, such that T nx
(λz)n ∈ U whenever n > n0. Therefore, T nx

λn ∈ znU ⊆ |z|nU because U is

balanced. Thus, if n > m > n0, then
∑m

i=n
T ix
λi ∈ ∑m

i=n|z|iU ⊆ (∑m
i=n|z|i

)
U because

U is convex. Since |z| < 1, we have
∑m

i=n|z|i < 1 for sufficiently large m and n, and

so
∑m

i=n
T ix
λi ∈ U because U is balanced. Therefore Rλ,nx = 1

λ

∑n
i=0

T ix
λi is a Cauchy

sequence and hence it converges to some R0
λx because X is sequentially complete.

Clearly, R0
λ is a linear operator. Notice that Rλ,n(λx− Tx) = x− T n+1x

λn+1 for every x.

As n goes to infinity, the left hand side of this identity converges to R0
λ(λx− Tx), while

the right hand side converges to x. Thus it follows that R0
λ(λI − T ) = I.

Finally, notice that Rλ,n commutes with T for every n. Therefore, if T is continuous,

then

R0
λTx = lim

n→∞
Rλ,nTx = lim

n→∞
TRλ,nx = T ( lim

n→∞
Rλ,nx) = TR0

λx

for every x. This implies that (λI − T )R0
λ = R0

λ(λI − T ) = I, so that R0
λ is the

(left and right) inverse of λI − T . This means that R0
λ = Rλ and λ ∈ ρl(T ). Thus,

∣∣σl(T )
∣∣ 6 rl(T ).

Theorem 2.4.2. If T is bb-bounded and |λ| > rbb(T ), then the Neumann series converges

uniformly on bounded sets, and its sum R0
λ is bb-bounded. Moreover, if T is continuous,

then R0
λ = Rλ and

∣∣σbb(T )
∣∣ 6 rbb(T ).

Proof. Suppose that |λ| > rbb(T ), then the sum R0
λ of the Neumann series exists by

Theorem 2.4.1. As in the proof of Theorem 2.4.1 we denote the partial sums of the

Neumann series by Rλ,n. Fix z ∈ C such that 0 < |z| < 1 and λz > rbb(T ), and consider

a bounded set A and a closed base zero neighborhood U . Since T n

(λz)n converges to zero

uniformly on A, there exits n0 ∈ N such that T n

λnzn (A) ⊆ U for all n > n0. Also, since

|z| < 1, we can assume without loss of generality that
∑∞

i=n0
|z|i < |λ|. Then

1
λ

m∑
i=n+1

T ix
λi ∈ 1

λ

( m∑
i=n+1

|z|i
)
U ⊆ U
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whenever x ∈ A and m > n > n0. Since U is closed, we have

R0
λx−Rλ,nx = lim

m→∞
1
λ

m∑
i=n+1

T ix
λi ∈ U

for each x ∈ A and n > n0, so that (R0
λ − Rλ,n)(A) ⊆ U whenever n > n0. This shows

that Rλ,n converges to R0
λ uniformly on bounded sets. By Lemma 2.1.14 this implies that

R0
λ is bb-bounded.

Further, if T is continuous, then by Theorem 2.4.1 we have Rλ = R0
λ, so that λ ∈

ρbb(T ), whence it follows that
∣∣σbb(T )

∣∣ 6 rbb(T ).

The next theorem is similar to Theorem 2.18 of [VM97].

Theorem 2.4.3. If T is a continuous and |λ| > rc(T ), then the Neumann series con-

verges equicontinuously to Rλ, and Rλ is continuous. In particular,
∣∣σc(T )

∣∣ 6 rc(T )

holds.

Proof. Let |λ| > rc(T ). It follows from Theorem 2.4.1 that the Neumann series converges

to Rλ. Again, we denote the partial sums of the Neumann series by Rλ,n. Let z ∈ C
be such that 0 < |z| < 1 and λz > rc(T ). For a fixed closed zero neighborhood U there

exists a zero neighborhood V such that T n

λnzn (V ) ⊆ U for every n > 0. Let ε > 0, then
∑∞

i=n0
|z|i < ε|λ| for some n0. Then

1
λ

m∑
i=n+1

T ix
λi ∈ 1

λ

( m∑
i=n+1

|z|i
)
εU ⊆ U

whenever x ∈ V and m > n > n0. Since U is closed, we have

Rλx−Rλ,nx = lim
m→∞

1
λ

m∑
i=n+1

T ix
λi ∈ εU

for each x ∈ V and n > n0, so that (Rλ − Rλ,n)(V ) ⊆ εU whenever n > n0. This

shows that Rλ,n converges to Rλ equicontinuously, and Lemma 2.1.15 yields that Rλ is

continuous.
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Theorem 2.4.4. If T is nn-bounded and |λ| > rnn(T ), then the Neumann series nn-

converges to Rλ and Rλ is nn-bounded. In particular,
∣∣σnn(T )

∣∣ 6 rnn(T ) holds.

Proof. Let |λ| > rnn(T ). By Theorem 2.4.1 the Neumann series
∑∞

i=0
T i

λi+1 converges

to Rλ. Again, we denote the partial sums of the Neumann series by Rλ,n. Fix some z

such that 0 < |z| < 1 and λz > rnn(T ). There exists a base N0 of closed convex zero

neighborhoods such that for every U ∈ N0 there is a scalar β > 0 such that T n

(λz)n (U) ⊆ βU

for all n > 0. Fix U ∈ N0, then for each n > 0 we have T n

λnzn (U) ⊆ βU for some β > 0,

so that T nx
λn ∈ |z|nβU whenever x ∈ U . It follows that

Rλ,nx = 1
λ

n∑
i=0

T ix
λi ∈ β

λ

( n∑
i=0

|z|i
)
U.

Then Rλx ∈ β
λ(1−|z|)U , so that Rλ(U) ⊆ β

λ(1−|z|)U , which implies that Rλ is nn-bounded,

and, therefore,
∣∣σnn(T )

∣∣ 6 rnn(T ) holds.

Fix ε > 0. Then
∑∞

i=N |z|i < |λ| for some N . Then for every U ∈ N0 we have

1
λ

m∑
i=n+1

T ix
λi ∈ 1

λ

( m∑
i=n+1

|z|i
)
εU ⊆ U

whenever x ∈ U and N < n < m. Since U is closed, we have

Rλx−Rλ,nx = lim
m→∞

1
λ

m∑
i=n+1

T ix
λi ∈ εU

for each x ∈ U and n > N , so that (Rλ − Rλ,n)(U) ⊆ εU whenever N < n. This shows

that Rλ,n nn-converges to Rλ.

Theorem 2.4.5. If T is nb-bounded and |λ| > rnb(T ), then the Neumann series con-

verges to Rλ uniformly on a zero neighborhood. Further,
∣∣σnb(T )

∣∣ 6 rnb(T ) holds.

Proof. Let |λ| > rnb(T ). By Theorem 2.4.1 the Neumann series
∑∞

i=0
T i

λi+1 converges

to Rλ. Since rbb(T ) 6 rnb(T ) then Rλ is bb-bounded by Theorem 2.4.2. But then
∑∞

i=0
T i

λi+1 = 1
λ
I + 1

λ
RλT . Notice that RλT is nb-bounded as a product of a bb-bounded

and an nb-bounded operators (see 2.1.6).

Suppose that |λ| > rnb(T ). Fix z ∈ C such that 0 < |z| < 1 and λz > rnb(T ), then

the sequence
(

T n

λnzn

)
converges to zero uniformly on some base zero neighborhood U .
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We will show that the Neumann series converges uniformly on U . As in the proof of

Theorem 2.4.1, we denote the partial sums of the Neumann series by Rλ,n. Fix a closed

base zero neighborhood V . Since
(

T n

λnzn

)
converges to zero uniformly on U , there exits

n0 ∈ N such that T n

λnzn (U) ⊆ V for all n > n0. Also, since |z| < 1, we can assume without

loss of generality that
∑∞

i=n0
|z|i < |λ|. Then

1
λ

m∑
i=n+1

T ix
λi ∈ 1

λ

( m∑
i=n+1

|z|i
)
V ⊆ V

whenever x ∈ A and m > n > n0. Since V is closed, we have

Rλx−Rλ,nx = lim
m→∞

1
λ

m∑
i=n+1

T ix
λi ∈ V

for each x ∈ U and n > n0, so that (Rλ −Rλ,n)(U) ⊆ V whenever n > n0.

In the rest of this section we discuss the conditions of sequential completeness and

the local convexity assumed in Theorems 2.4.1–2.4.5, and consider several examples and

special cases.

Clearly, if X is a Banach space, then the norm topology on X and the weak∗ topology

on X∗ are sequentially complete. The weak topology of X is sequentially complete

if X is reflexive. Also, it is known that the weak topologies of `1 and of L1[0, 1] are

sequentially complete. Since all these topologies are locally convex, Theorems 2.4.1–

2.4.5 are applicable to each of them.

2.4.6. Monotone convergence property. Notice that if T is a positive operator on

a locally convex-solid vector lattice then we can substitute the sequential completeness

condition in Theorems 2.4.1–2.4.5 by a weaker condition called sequential monotone

completeness property: a locally convex-solid vector lattice is said to satisfy the se-

quential monotone completeness property if every monotone Cauchy sequence converges

in the topology of X. For details, see [AB78]. Indeed, we used the sequential complete-

ness at just one point — we used it in the proof of Theorem 2.4.1 to claim that since

Rλ,nx = 1
λ

∑n
i=0

T ix
λi is a Cauchy sequence, then it converges to some Rλx. But if T is

positive, then Rλ,nx
+ and Rλ,nx

− are increasing sequences, and the sequential monotone

completeness property ensures the convergence.
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2.4.7. Pointwise convergence. It can be easily verified that the space of continuous

functions on [0, 1] with pointwise convergence topology is not sequentially complete, the

sequence xn(t) = tn is a counterexample. The same counterexample shows that this

space does not have the monotone convergence property either.

Consider the sequence spaces `p for 0 < p 6 ∞, c, c0, and c00 (the space of eventually

vanishing sequences). None of these spaces is sequentially complete in the topology of

coordinate-wise convergence: take the following sequence for a counterexample:

xn(i) =





i if i < n;

0 otherwise.

The same example shows that these spaces do not have the monotone convergence prop-

erty either. Therefore neither of Theorems 2.4.1–2.4.5 or 2.4.6 can be applied.

Example 2.4.8. Theorems 2.4.1–2.4.5 fail without sequential completeness. Consider

the space c0 with the topology of coordinate-wise convergence. Let T be the forward

shift operator on c0, that is, Tek = ek+1, where ek is the k-th unit vector of c0. Let V be

any base zero neighborhood, we can assume without loss of generality that V = {x ∈ c0 :

|xi1| < 1, . . . , |xik | < 1} where i1 < i2 < · · · < ik are positive integers. If x ∈ U then T nx

has zero components 1 through n, in particular for every positive ν we have T nx
νn ∈ V

whenever n > ik. Therefore
(

T n

νn

)
converges uniformly on c0 for every ν > 0, so that

rnb(T ) = 0. It follows from Proposition 2.3.3 that rl(T ) = rbb(T ) = rc(T ) = rnn(T ) = 0.

On the other hand,
∑∞

n=1 T ne1 diverges in c0. Since T is obviously continuous, this shows

that Theorems 2.4.1–2.4.5, do not hold in c0. Thus, sequential completeness condition is

essential in the theorems.

2.4.9. Banach spaces. If T is a (norm) continuous operator on a Banach space, then it

follows from 2.2.2 and 2.3.5 that σl(T ) = σbb(T ) = σc(T ) = σnn(T ) = σnb(T ) = σ(T ) and

rbb(T ) = rc(T ) = rnn(T ) = rnb(T ) = r(T ), where σ(T ) and r(T ) are the usual spectrum

and the spectral radius of T . Further, it follows from Lemma 2.3.3 that rl(T ) 6 r(T ).

On the other hand, since r(T ) =
∣∣σ(T )

∣∣, then r(T ) 6 rl(T ) by Theorem 2.4.1, so that

rl(T ) = r(T ).
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2.4.10. The following argument is a counterpart to 2.2.5. Let T be a (norm) continuous

operator on a Banach space X and r(T ) the usual spectral radius of T , while rl(T ) and

rbb(T ) be computed with respect to the weak topology of X. We claim that if the weak

topology of X is sequentially complete, then rl(T ) = rbb(T ) = r(T ). Indeed, r(T ) 6 rl(T )

by 2.2.5 and Theorem 2.4.1 because σ(T ) = σl(T ). In view of Proposition 2.3.3 it suffices

to show that rbb(T ) 6 r(T ). Let ν > r(T ), and let A be a weakly bounded subset of

X. Then A is norm bounded, so that the sequence T n

νn converges to zero uniformly on A

in the norm topology. In particular, the set
⋃∞

n=0
T n

νn (A) is norm bounded, hence weakly

bounded, so that ν > rbb(T ).

Quasinilpotence

Recall that a norm continuous operator T on a Banach space X is said to be quasinil-

potent if r(T ) = 0 or, equivalently, if σ(T ) = {0}. Quasinilpotent operators on Banach

spaces have some nice properties, therefore in the framework of topological vector spaces

it is interesting to study operators having some of their spectra trivial or some of their

spectral radii being zero. Notice, for example, that it follows from Proposition 2.3.6 that

if T is an operator on a locally convex topological vector space, then rl(T ) = 0 if and

only if lim
n→∞

n
√

p(T nx) = 0 for every seminorm p in a generating family of seminorms and

for every x ∈ X. Further, if the space is in addition sequentially complete, then for such

an operator we would have σl(T ) = {0} by Theorem 2.4.1.

Recall also that a norm continuous operator T on a Banach space X is said to be

locally quasinilpotent at a point x ∈ X if lim
n→∞

n
√
‖T nx‖ = 0. Using Lemma 2.3.1, the

concept of local quasinilpotence can be naturally generalized to topological vector spaces:

an operator T on a topological vector space X is said to be locally quasinilpotent at a

point x ∈ X if lim
n→∞

T nx
νn = 0 for every ν > 0. It follows immediately from the definition

of rl(T ) that rl(T ) = 0 if and only if T is locally quasinilpotent at every x ∈ X. It is

known that a continuous operator on a Banach space is quasinilpotent if and only if it

is locally quasinilpotent at every point. We see now that this is just a corollary of 2.4.9.
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The following example shows that a similar result for general topological vector spaces

is not valid, that is, rl(T ) may be equal to zero without the other radii be equal to zero.

Example 2.4.11. A continuous operator with rl(T ) = 0 but rbb(T ) = rc(T ) = rnn(T ) =

rnb(T ) = ∞. Consider the space of all bounded real sequences `∞ =
{
x = (x1, x2, . . . ) :

sup |xk| < ∞}
with the topology of coordinate-wise convergence. This topology can be

generated by the family of coordinate seminorms {pm}∞m=1 where pm(x) = |xm|. Let ek

denote the k-th unit vector in `∞.

Define an operator T : `∞ → `∞ via Tek = (k−1)k−1

kk ek−1 if k > 1, and Te1 = 0. Then

T nek = (k−n)k−n

kk ek−n if n < k and zero otherwise. Clearly T is continuous. In order to

show that rl(T ) = 0 fix a positive real number ν and x ∈ `∞, then

∣∣(T nx
νn

)
m

∣∣ =
∣∣ mm

(m+n)m+nνn xn+m

∣∣ 6 sup
n

mm

(m+n)m+nνn · sup
n
|xn| < ∞

It follows from Lemma 2.3.4(i) that rl(T ) = 0.

Now we show that rbb(T ) = ∞ by presenting a bounded set A in `∞ such that the

sequence
(

T n

νn

)
in not uniformly bounded on A for every positive ν. Let

A =
{

x ∈ `∞ : xn 6 (2n)2n for all n > 0
}
.

Then (2n)2nen ∈ A for each n > 0 and
(

T n−1

νn−1 (2n)2nen

)
1

= (2n)2n

nnνn is unbounded. Then

by Lemma 2.3.4(ii) we have rbb(T ) = ∞, and it follows from Proposition 2.3.3 that

rc(T ) = rnn(T ) = rnb(T ) = ∞.

It is not difficult to show that σl(T ) = {0}, while σc(T ) = σnn(T ) = σnb(T ) = C.

Non-locally convex spaces

We proved the key Theorems 2.4.1–2.4.5 for locally convex spaces, but they are still valid

for locally pseudo-convex spaces. The local convexity of X was used only once in the

proof of Theorem 2.4.1, while Theorems 2.4.2–2.4.5 used Theorem 2.4.1. Hence it would

suffice to modify the proof of Theorem 2.4.1 in such a way that it would work for locally

pseudo-convex spaces instead of locally convex. Local convexity was used in the proof of

Theorem 2.4.1 to show that if T nx
(λz)n ∈ U for all n > n0 and some n0 ∈ N, then there exists
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m0 ∈ N such that
∑m

i=n
T ix
λi ∈ U for all m,n > m0. (Recall that T is a linear operator,

λ, z ∈ C such that 0 < |z| < 1 and λz > rl(T ), x ∈ X, and U is a base zero neighborhood

in X.) If X is locally pseudo-convex, then we can assume that U + U ⊆ αU for some

α > 0, so that (X,U) is a locally bounded space. Let ‖·‖ be the Minkowski functional

of U , then (see [KPR84, pages 3 and 6]) for any x1, x2, . . . , xn in X we have

‖x1 + ... + xk‖ 6 4
1
p
(‖x1‖p + · · ·+ ‖xk‖p

) 1
p ,

where 2
1
p = α. Notice that ‖T nx

λn ‖ 6 |z|n for all n > n0. Since |z| < 1, then there exists

m0 such that
∑m

i=n|z|ip < 1
4

whenever n, m > m0. But then

∥∥∥
m∑

i=n

T ix
λi

∥∥∥ 6 4
1
p

( m∑
i=n

‖T ix
λi ‖p

) 1
p 6 4

1
p

( m∑
i=n

|z|ip
) 1

p
< 1,

so that
m∑

i=n

T ix
λi ∈ U .

The following example shows that Theorems 2.4.1, 2.4.2, and 2.4.3 fail if we assume

no convexity conditions at all.

Example 2.4.12. An operator on a complete non locally pseudo-convex space, whose

spectral radii are 1, and whose Neumann series nevertheless diverges at λ = 2. Let X be

the space of all measurable functions on [0, 1] with the topology of convergence in measure

(which is not pseudo-convex). We identify the endpoints 0 and 1 and consider the interval

as a circle. Fix an irrational α and define a linear operator T on X as the translation by

α, i.e., (Tf)(t) = f(t − α). It is easy to see that T nf
νn converges in measure to zero for

every f ∈ X if and only if ν > 1. We conclude, therefore, that rl(T ) = 1. Moreover, since

the sets of the form Wε,δ =
{
f ∈ X : µ(f > ε) < δ

}
form a zero neighborhood base for

the topology of convergence in measure, and T (Wε,δ) ⊆ Wε,δ, it follows that rnn(T ) 6 1.

Then by Proposition 2.3.3 we have rl(T ) = rbb(T ) = rc(T ) = rnn(T ) = 1. Nevertheless,

we are going to present a function h ∈ X such that the Neumann series
∑∞

n=0
T nh
2n does

not converge in measure, which means that the conclusions of Theorems 2.4.1–2.4.5 do

not hold for this space

For each n = 1, 2, 3, . . . one can find a positive integer Mn such that the intervals

[kα, kα + 1
n
] (mod 1) for k = 1, . . . ,Mn cover the circle. Let sn =

∑n
i=1 Mi, and let h
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be the step function taking value 2sn on the interval ( 1
n+1

, 1
n
]. If sn−1 < k 6 sn for some

positive integers n and k, then on [0, 1
n
] we have h > 2sn > 2k, so that h

2k > 1 on [0, 1
n
],

and it follows that T kh
2k > 1 on [kα, kα + 1

n
].

Now, given any positive integer N , we have N 6 sn−1 for some n. Then for each

k = sn−1 + 1, . . . , sn we have T kh
2k > 1 on the interval [kα, kα + 1

n
]. It follows that

sn∑

k=sn−1+1

T kh
2k > 1 on the set

sn⋃

k=sn−1+1

[kα, kα + 1
n
] = sn−1α +

Mn⋃

k=1

[kα, kα + 1
n
] = [0, 1],

so that the series
∑∞

n=0
T nh
2n does not converge in measure.

2.5 nb-bounded operators

Since nb-boundedness is the strongest of the boundedness conditions we have introduced,

it is natural to expect that stronger results can be obtained for nb-bounded operators.

2.5.1. The following argument is often useful when dealing with nb-bounded operators.

Suppose that X and Y are topological vector spaces and T : X → Y is nb-bounded, then

T (U) is a bounded set in Y for some base zero neighborhood U . We claim that if Y is

Hausdorff, then
⋂∞

n=1
1
n
U ⊆ Null T . Indeed, it suffices to show that if x ∈ 1

n
U for every

n > 1 then Tx belongs to every zero neighborhood V of Y . But T (U) ⊆ αV for some

positive α (depending on V ), and hence Tx ∈ 1
n
T (U) ⊆ α

n
V ⊆ V whenever n > α.

It follows that if T is one-to-one, then U cannot contain any nontrivial linear sub-

spaces. In particular, if U is convex then the locally bounded space (X, U) is Hausdorff,

hence quasinormable. In this case T is a continuous operator from (X,U) to Y , and,

moreover, if X = Y , then T is continuous as an operator from (X,U) to (X, U).

In fact, many “classical” topological vector spaces have the property that every

zero neighborhood contains a nontrivial linear subspace, e.g., topologies of pointwise

or coordinate-wise convergence, weak topologies, etc.

Example 2.5.2. A topological vector space in which no base zero neighborhood contains

a nontrivial linear subspace. Let X be the space of all analytic functions on C equipped
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with the topology of uniform convergence on compact subsets of C. The sets

Un,ε =
{
f ∈ X : |f(z)| < ε whenever |z| 6 n

}
(n > 0 and ε > 0)

form a zero neighborhood base of this topology. Clearly, no Un,ε contains a non-trivial

linear subspace. Indeed, if there is a function f in X and a zero neighborhood Un,ε such

that λf ∈ Un,ε for every scalar λ, then f(z) = 0 whenever |z| < n, and it follows that f

is identically zero on C. Note that this topology is generated by the countable sequence

of seminorms ‖f‖n = sup
|z|6n

∣∣f(z)
∣∣; clearly ‖·‖n is the Minkowski functional of Un,1.

Proposition 2.5.3. If X is a complete locally convex space then X is locally bounded if

and only if X admits an nb-bounded bijection.

Proof. If X is locally bounded then the identity map is an nb-bounded bijection. Suppose

that T is an nb-bounded bijection on X. Then there exists a closed base zero neighbor-

hood U in X such that T (U) is bounded. Let A = T (U), then A is convex, bounded,

balanced, and absorbing. It follows that the space (X, A) is a locally convex and locally

bounded, denote it by XA. Notice also that the topology of XA is finer than the original

topology on X because A is bounded. In particular, XA is Hausdorff.

We claim that XA is complete. Indeed, if (xn) is a Cauchy sequence in XA, then it

is also Cauchy in the original topology of X, which is complete, so that xn converges to

some x. Fix ε > 0, then there exists n0 such that xn − xm ∈ εA whenever n,m > n0.

Let m → ∞, since A is closed we have xn − x ∈ εA, i.e., xn → x in XA. Thus, XA is

complete, hence Banach.

Since A is bounded, we can find m such that A ⊆ mU . Then T (A) ⊆ T (mU) ⊆ mA,

so that T is bounded in XA. Then T−1 is also bounded in XA by the Banach Theorem,

so that U = T−1
(
T (U)

) ⊆ T−1(A) ⊆ nA for some n > 0, hence U is bounded.

Proposition 2.5.4. Let T : X → Y be an nb-bounded operator between Hausdorff topo-

logical vector spaces such that X is not locally bounded. If

(i) every zero neighborhood in X contains a non-trivial linear subspace, or
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(ii) both X and Y are Fréchet spaces,

then T is not a bijection.

Proof. If every zero neighborhood of X contains a non-trivial linear subspace, then T

cannot be one-to-one by 2.5.1. Suppose now that X and Y are Fréchet and assume that

T is a bijection. Let S : Y → X be the linear inverse of T . The Open Mapping Theorem

implies that S is continuous and hence bb-bounded. It follows that the identity operator

of X is nb-bounded being the composition of the nb-bounded operator T and the bb-

bounded operator S. But the identity operator is nb-bounded if and only if the space is

locally bounded, a contradiction.

Weak topologies

We are going to show that every operator which is nb-bounded relative to a weak topology

has to be of finite rank. In order to prove this we need the following well-known lemma.

For completeness we provide a simple proof of it.

Lemma 2.5.5. Let T be a linear operator on a vector space L, and let f1, . . . , fn be linear

functionals on L such that Tx = 0 whenever fi(x) = 0 for every i = 1, . . . , n. Then T is

a finite rank operator of rank at most n.

Proof. Define a linear map π from L to Rn via π(x) = (f1(x), . . . , fn(x)). Then the

dimension of the range π(L) is at most n. Define also a linear map ϕ from π(L) to L

via ϕ(π(x)) = Tx. It can be easily verified that ϕ is well-defined. Then the range of T

coincides with the range ϕ(π(L)), which is of dimension at most n.

Proposition 2.5.6. Let X be a locally convex space, and T an operator on X such that

T is nb-bounded with respect to the weak topology of X. Then T is of finite rank.

Proof. Suppose T maps some weak base zero neighborhood U =
{
x ∈ X : |fi(x)| < 1,

i = 1, . . . , n
}

(f1, . . . , fn ∈ X ′), to a weakly bounded set. Since the weak topology is

Hausdorff, it follows from 2.5.1 that
⋂∞

n=1
1
n
U ⊆ ker T . In particular, Tx = 0 whenever

fi(x) = 0 for every i = 1, . . . , n. Then Lemma 2.5.5 implies that T is a finite rank

operator.
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Spectra and spectral radii of nb-bounded operators

Proposition 2.5.7. If T is an nb-bounded operator on a topological vector space then

σbb(T ) = σc(T ) = σnn(T ) = σnb(T ).

Proof. If X is locally bounded then the result is trivial by 2.2.3. Suppose that X is not

locally bounded, then, in view of 2.2.2, it suffices to show that ρbb(T ) ⊆ ρnb(T ). Let

λ ∈ ρbb(T ), then Rλ is bb-bounded. If λ 6= 0, then it follows from Rλ(λI − T ) = I

that Rλ = 1
λ
RλT + 1

λ
I. Thus, Rλ is a sum of an nb-bounded operator and a multiple

of the identity operator, which yields λ ∈ ρnb(T ). To finish the proof, it suffices to

show that λ = 0 necessarily belongs to σbb(T ) (and, therefore, to σc(T ), σnn(T ), and

σnb(T )). Indeed, if the resolvent Rλ = T−1 were bb-bounded, then I = T−1T would be

nb-bounded, which is impossible in a non-locally bounded space, a contradiction.

Proposition 2.5.8. If T is an nb-bounded operator on a topological vector space, then

rbb(T ) = rc(T ) = rnn(T ) = rnb(T ).

Proof. By Proposition 2.3.3 it suffices to show that rbb(T ) > rnb(T ). Since T is nb-

bounded, then T (U) is a bounded set for some zero neighborhood U . Let ν > rbb(T ) and

fix a zero neighborhood V . Then νV is again a zero neighborhood. In particular, since

the sequence T n

νn converges to zero uniformly on bounded sets, we have T n

νn

(
T (U)

) ⊆ νV

for all sufficiently large n. Then T n+1

νn+1 (U) ⊆ V , so that T n

νn converges to zero uniformly on

U . Therefore ν > rnb(T ), so that rbb(T ) > rnb(T ).

2.5.9. In view of Propositions 2.5.7 and 2.5.8 we can write σ(T ) instead of σbb(T ), σc(T ),

σnn(T ), and σnb(T ) and r(T ) instead of rbb(T ), rc(T ), rnn(T ), and rnb(T ).

We have established in Theorems 2.4.1–2.4.5 that under some conditions the spectral

radii of a linear operator are upper bounds for the geometrical radii of the corresponding

spectra. Of course we would like to know when the equalities hold. It is well known

that the equality
∣∣σ(T )

∣∣ = r(T ) holds for every continuous operator on a Banach space.

Moreover, it was shown in [Gram66] that this equality also holds for every continuous

operator on a quasi-Banach space (a complete quasi-normed space). Further, by means
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of Proposition 2.3.7 the main result of [GV98] is equivalent to the following statement:

r(T ) =
∣∣σ(T )

∣∣ for every nb-bounded operator T on a complete locally convex space. Here

we present a direct proof of this. Our proof is a simplified version of the proof of [GV98].

Theorem 2.5.10. If T is an nb-bounded linear operator on a sequentially complete lo-

cally convex space, then
∣∣σ(T )

∣∣ = r(T ).

Proof. Suppose T (U) is bounded for some base zero neighborhood U . It follows from

Propositions 2.5.7, 2.5.8, and 2.3.3, and Theorem 2.4.5 that it suffices to show that
∣∣σnn(T )

∣∣ > rnb(T ). We are going to show that T induces a continuous operator T̃ on

some Banach space such that σ
(
T̃

) ⊆ σnn(T )∪{0} while r
(
T̃

)
> rnb(T ), and then appeal

to the fact that the spectral radius of a continuous operator on a Banach space equals

the geometrical radius of the spectrum.

Consider T as a continuous operator on the locally bounded space XU = (X,U). Then

σU(T ) is defined by 2.2.3 and rU(T ) is defined by 2.3.5. We claim that rU(T ) > rnb(T ).

To see this, suppose rU(T ) < ν, then T n

νn (U) ⊆ U for all sufficiently large n. Let V be a

base zero neighborhood, then T (U) ⊆ αV for some α > 0, so that T n

νn (U) = T
ν

T n−1

νn−1 (U) ⊆
1
ν
T (U) ⊆ α

ν
V for sufficiently large n. This implies that ν > rnb(T ), and it follows that

rU(T ) > rnb(T ).

On the other hand, we claim that σU(T ) ⊆ σnn(T ). Suppose λ ∈ ρnn(T ), then Rλ is

nn-bounded with respect to some base N0 of zero neighborhood. We can assume without

loss of generality that U ∈ N0, so that Rλ(U) ⊆ βU for some β > 0. It follows that

λ ∈ ρU(T ).

Since U is convex, the the space XU is, in fact, a seminormed space. We can assume

without loss of generality that it is a normed space, because otherwise we can consider the

quotient space XU/(Null T ) and the quotient operator T̂ on this quotient space instead

of T . Indeed, since
⋂∞

n=1
1
n
U ⊆ Null T by 2.5.1, we conclude that the quotient space

XU/(Null T ) is Hausdorff. It follows then that XU/(Null T ) is a normed space, and T̂ is

norm bounded. The spectrum σU(T ) becomes even smaller when we substitute T with

T̂ . Indeed, suppose λ ∈ ρU(T ), then the resolvent Rλ exists in XU and is continuous.
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If x ∈ ker T , then x = Rλ(λI − T )x = λRλx, so that Rλ leaves ker T invariant, and,

therefore, induces a quotient operator R̂λ on XU/ ker T via R̂λ([x]) = [Rλx]. Clearly, R̂λ

is continuous: if [xn] → [x] in XU/ ker T then xn−zn → x in XU for some (zn)∞n=1 in ker T ,

so that [Rλxn] = [Rλ(xn − zn)] → [Rλx]. On the other hand, rU(T̂ ) > rU(T ), because

if ν > rU(T̂ ) then
bT n

νn ([U ]) ⊆ [U ] for all sufficiently large n, then T n

νn (U) ⊆ U + ker T , so

that T n+1

νn+1 (U) ⊆ 1
ν
T (U) ⊆ α

ν
U for some α > 0. It follows that ν > rU(T ) and, therefore,

rU(T̂ ) > rU(T ).

Finally, we consider the completion X̃U of XU , and extend T to a continuous linear

operator T̃ on the completion. The spectrum of T̃ is smaller that the spectrum of T ,

because if λ ∈ ρU(T ) then the resolvent Rλ can be extended by continuity to R̃λ on

X̃, and R̃λ is a continuous inverse to λI − T̃ , so that λ ∈ ρ(T̃ ). On the other hand,

r(T̃ ) > rU(T ) because if ν > r(T̃ ) then
eT n

νn (Ũ) ⊆ Ũ for all sufficiently large n, which

implies T n

νn (U) ⊆ U since T is a restriction of T̃ on X.

2.6 Compact operators

As with bounded operators, there is more than one way to define compact operators on

an arbitrary topological vector space. A subset of a topological vector space is called

precompact if its closure is compact. Given a linear operator T on a topological vector

space, we will say that T is b-compact if it maps every bounded set into a precompact

set. Similarly, T is compact3 if it maps some neighborhood into a precompact set.

Obviously, every compact operator is b-compact and nb-bounded (hence continuous);

every b-compact operator is bb-bounded.

2.6.1. If T is compact or b-compact, then sequential completeness is not needed in Theo-

rems 2.4.1–2.4.5. Indeed, we used sequential completeness just once, namely, in the proof

of Theorem 2.4.1 to justify the convergence of the sequence Rλ,nx = 1
λ

∑n
i=0

T ix
λi . But

since the sequence (Rλ,nx)n is Cauchy and, therefore, bounded, the sequence (TRλ,nx)n

3To be consistent, we should have probably called these operators “n-compact”, but following the

convention we will refer to them as “compact”.
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has a convergent subsequence whenever T is compact or b-compact. Furthermore, it

follows from Rλ,n+1x = 1
λ
(I +TRλ,n)x that (Rλ,nx)n has a convergent subsequence hence

converges.

Let K be a compact operator on an arbitrary topological vector space, and let σ(K)

and r(K) be as in 2.5.9. It was proved in [Pech91] that σ(K) = {0} implies rl(K) = 0. In

the following theorem we use the technique of [Pech91] to improve this result by showing

that in general r(K) 6
∣∣σ(K)

∣∣.

Theorem 2.6.2. If K is a compact operator on a Hausdorff topological vector space X,

then r(K) 6
∣∣σ(K)

∣∣.

Proof. Assume that
∣∣σ(K)

∣∣ < r(K). Without loss of generality (by scaling K) we can

assume that
∣∣σ(K)

∣∣ < 1 < r(K). Since K is compact, there is a closed base zero

neighborhood U such that K(U) is compact. In particular K(U) is bounded, so that

K(U) ⊆ ηU for some η > 0. We can assume without loss of generality that η > 1. We

define the following subsets of U :

U1 = K(U) ∩ U, Un+1 = K(Un) ∩ U (n = 1, 2, . . . ), and U0 =
∞⋂

n=1

Un.

Notice, that U1 is compact because K(U) is compact and U is closed. Also, if Un is

compact, then K(Un) is compact as the image of a compact set under a continuous

operator. Therefore, every Un for n > 1 is compact. Using induction, we can show

that the sequence (Un) is decreasing. Indeed, U1 ⊆ U by definition, U2 = K(U1) ∩ U ⊆
K(U) ∩ U ⊆ U1, and if Un ⊆ Un−1, then Un+1 = K(Un) ∩ U ⊆ K(Un−1) ∩ U = Un. It

follows also that U0 is compact and contains zero.

Notice that K maps every balanced set to a balanced set. Since U is balanced, Un is

balanced for each n > 0. If A is a balanced subset of U , then obviously A ⊆ (ηA) ∩ U ,

and when we apply the same reasoning to 1
η
K(A) instead of A (which is also a balanced

subset of U), we get 1
η
K(A) ⊆ K(A) ∩ U . We use this to show by induction that

1
ηn Kn(U) ⊆ Un for every n > 1. Indeed, for n = 1 we have 1

η
K(U) ⊂ K(U) ∩ U ⊆ U1.
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Suppose 1
ηn Kn(U) ⊆ Un for some n > 1, then

1
ηn+1 K

n+1(U) ⊆ 1
η
K(Un) ⊆ K(Un) ∩ U = Un+1,

which proves the induction step.

Next, we claim that there exists an open zero neighborhood V and an increasing

sequence of positive integers (nj) such that Unj
\V is nonempty for every j > 1. Assume

for the sake of contradiction that for every open zero neighborhood V we have Un ⊆ V

for all sufficiently large n. Since 1
2
U contains an open zero neighborhood, then there

exists a positive integer N such that Un ⊆ 1
2
U whenever n > N . This implies that

UN+m = Km(UN) for all m > 0. Indeed, this holds trivially for m = 0. Suppose that

UN+m = Km(UN) for some m > 0. Then UN+m+1 = K(UN+m) ∩ U = Km+1(UN) ∩ U ,

and this implies that UN+m+1 = Km+1(UN) because UN+m+1 ⊆ 1
2
U . Now take any open

zero neighborhood V , then 1
ηN V is again a zero neighborhood, and by assumption there

exists a positive integer M such that Un ⊆ 1
ηN V whenever n > M . Let n > max{M, N},

then

V ⊇ ηNUn = ηNKn−N(UN) ⊇ ηNKn−N
(

1
ηN KN(U)

)
= Kn(U),

which contradicts the hypothesis rnb(K) = r(K) > 1.

It follows from Unj
\ V 6= ∅ for every j > 1 that Un \ V 6= ∅ for all sufficiently large n

because Un is a decreasing sequence. Since Un \ V is a decreasing sequence of nonempty

compact sets, then U0 \ V =
⋂∞

n=1(Un \ V ) 6= ∅, so that U0 6= {0}.
For every n > 1 we have U0 ⊆ Un, it follows that K(U0) ⊆ K(Un) and, therefore,

K(U0) ⊆
⋂∞

n=1 K(Un). Actually, the reverse inclusion also holds. To see this, let y ∈
⋂∞

n=1 K(Un). Then y = Kxn, where xn ∈ Un ⊆ U1. Since U1 is compact, the sequence

(xn) has a cluster point, i.e., xnj
→ x for some subsequence (xnj

) and some x. Since K

is continuous we have y = Kx. On the other hand, since every Unj
is closed we have

x ∈ Unj
, so that x ∈ ⋂∞

n=1 Unj
= U0. Thus K(U0) =

⋂∞
n=1 K(Un).

Next, we claim that U0 ⊆ K(U0) ⊆ ηU0. Indeed,

U0 =
∞⋂

n=2

Un =
∞⋂

n=2

[
K(Un−1) ∩ U

] ⊆
∞⋂

n=2

K(Un−1) = K(U0).

56



On the other hand, since Un are decreasing and η > 1, we have K(Un) ⊆ K(Un−1) ⊆
ηK(Un−1) and K(Un) ⊆ K(U) ⊆ ηU , so that K(Un) ⊆ ηK(Un−1) ∩ ηU = ηUn, and this

implies K(U0) ⊆ K(Un) ⊆ ηUn for every n. Thus K(U0) ⊆ ηU0.

Since K(U) is compact, hence bounded, then K(U) + K(U) is also bounded. Then

there is a positive constant γ such that K(U) + K(U) ⊆ γU . Without loss of generality

we can assume γ > 2. It follows that

U1 + U1 = K(U) ∩ U + K(U) ∩ U ⊆ K(U) + K(U) ⊆ γU.

We use induction to show that Un + Un ⊆ γUn−1. Indeed, since A ∩ B + C ∩ D ⊆
(A + C) ∩ (B + D) for any four sets A, B, C, and D, then

Un+1 + Un+1 = K(Un) ∩ Un + K(Un) ∩ Un

⊆ [
K(Un) + K(Un)

] ∩ (Un + Un) ⊆ K(Un + Un) ∩ (Un + Un)

⊆ K(γUn−1) ∩ γUn−1 = γ
[
K(Un−1) ∩ Un−1

]
= γUn.

Finally, U0 + U0 ⊆
⋂∞

n=1(Un + Un) ⊆ ⋂∞
n=1 γUn = γU0.

Next, consider the set F =
⋃∞

n=1 nU0. This set is closed under multiplication by

a scalar, and U0 + U0 ⊆ γU0 implies that F is a linear subspace of X. We consider

the locally bounded topological vector space (F, U0) with multiples of U0 as the base of

zero neighborhoods. Since U0 is balanced by definition, this topology is linear, and it is

Hausdorff because U0 is compact. Also, it is finer than the topology on F inherited from

X because U0 is compact and, therefore, bounded in X.

We claim that (F, U0) is complete. Indeed, if (xn) is a Cauchy sequence in (F,U0)

then there exists k > 0 such that xn ∈ kU0 for each n > 0. Since U0 is compact, the

sequence (xn) has a subsequence which converges to some x ∈ kU0 in the topology of X.

Moreover, lim
n→∞

xn = x because the sequence (xn) is Cauchy in X. Fix ε > 0, then there

exists n0 such that xn−xm ∈ εU0 whenever n,m > n0. Let m →∞, since U0 is is closed

we have xn − x ∈ εU0, i.e., xn → x in (F, U0). Thus, (F,U0) is complete and, therefore,

quasi-Banach.

It follows from U0 ⊆ K(U0) ⊆ ηU0 that F is invariant under K and the restriction

K̃ = K|F is continuous. We claim that σ(K̃) ⊆ σ(K) ∪ {0}. Suppose that λ ∈ ρ(K)
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and λ 6= 0, then (λI − K) is a homeomorphism, so that (λI − K)(U) is a closed zero

neighborhood, and αU1 ⊆ (λI −K)(U) for some positive real α because U1 is bounded.

Further, αK(U1) ⊆ K(λI −K)(U) ⊆ (λI −K)K(U). Therefore

αU2 ⊆ αK(U1) ∩ αU1 ⊆ (λI −K)K(U) ∩ (λI −K)(U),

and since λI − K is one-to-one we get αU2 ⊆ (λI − K)(K(U) ∩ U) ⊆ (λI − K)(U1).

Similarly, we obtain αUn+1 ⊆ (λI −K)(Un) for all n > 1, and then αU0 ⊆ (λI −K)(U0).

This implies that the restriction of λI − K to F is onto, invertible, and the inverse is

continuous. Thus, λ ∈ ρ(K̃).

In particular this implies that
∣∣σ(K̃)

∣∣ 6
∣∣σ(K)

∣∣ < 1. On the other hand, it follows

from U0 ⊆ K(U0) that U0 ⊆ K̃n(U0) for all n > 0, so that K̃n does not converge

to zero uniformly on U0, whence r(K̃) = rbb(K̃) > 1. This produces a contradiction

because it was proved in [Gram66] that the spectral radius of a continuous operator on

a quasi-Banach space equals the radius of the spectrum.

Corollary 2.6.3. If K is a compact operator on a locally convex (or pseudo-convex)

space, then r(K) =
∣∣σ(K)

∣∣.
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Chapter 3

The Invariant Subspace Problem for

locally convex-solid lattices

3.1 Basic invariant subspace observations

In this section we present some cases where invariant subspaces of an operator can be

easily found. A simple example of an invariant subspace is an eigenspace. Further,

the linear span of an eigenvector is a one-dimensional closed invariant subspace, and

the linear span of any collection of eigenvectors corresponding to the same eigenvalue

is an invariant subspace. Therefore, regarding the Invariant Subspace Problem we can

usually assume without loss of generality that the operator under consideration has no

eigenvalues. The following proposition shows that we can also assume that the operator

is one-to-one and has a dense range.

Proposition 3.1.1. If T : X → X is a linear operator on a topological vector space,

then its null-space and range are T -hyperinvariant subspaces.

Proof. Suppose S is another linear operator on X such that ST = TS. If x ∈ Null T then

TSx = STx = 0, so that Sx ∈ Null T . It follows that S(Null T ) ⊆ Null T , i.e., Null T is

a T -hyperinvariant subspace. Further, for each x ∈ X it follows from STx = TSx that

STx ∈ Range T , so that Range T is also T -invariant.
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Corollary 3.1.2. If an operator T on a topological vector space commutes with a con-

tinuous operator which is either not one-to-one or fails to have a dense range, then T

has a non-trivial closed invariant subspace.

Corollary 3.1.3. If T is an nb-bounded operator on a topological vector space in which

every zero neighborhood contains a linear subspace, then T has a non-trivial closed in-

variant subspace.

Proof. By 2.5.1 we know T has a non-trivial null-space.

It looks quite plausible that every nb-bounded operator T on a complete locally convex

but not locally bounded space has a closed non-trivial invariant subspace. In [GV97] in

Remark 15 and Theorem 16 the authors claim that this hypothesis is true. In order

to prove it, the authors note that T (U) is bounded for some zero neighborhood U , and

so the null space of the Minkowski functional pU of U is a closed T -invariant subspace.

However, as our Example 2.5.2 demonstrates, Null pU may be trivial, and, hence, the

proof in [GV97] is not valid.

It follows from the following proposition that when dealing with the Invariant Sub-

space Problem for a continuous operator on a locally-convex space, not only can we

assume that T has no eigenvectors, but also that the dual operator has no eigenvectors.

Proposition 3.1.4. Let T be a continuous non-scalar operator on a locally convex topo-

logical space X. If either T or its adjoint T ′ has an eigenvector, then T has a non-trivial

closed hyperinvariant subspace.

Proof. Clearly, if Tx = λx for some x 6= 0, then the eigenspace of λ is closed, non-

trivial, and T -hyperinvariant. Assume that T ′f = λf for some scalar λ and some non-

zero f ∈ X ′. Since T is non-scalar, the range of T − λI is non-trivial. Since f 6= 0

and f(Tx − λx) = 〈(T ′ − λI)f, x〉 = 0 for every x ∈ X, we see that the range of

T − λI is not dense in X. To verify that Range(T − λI) is T -hyperinvariant, take

a continuous operator S on X such that ST = TS. Then for each x ∈ X we have

S(T −λI)x = (T −λI)Sx ∈ Range(T −λI), so that S
(
Range(T −λI)

) ⊆ Range(T −λI).
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Thus, the closure of Range(T − λI) is a non-trivial closed T -hyperinvariant subspace

of X.

3.1.5. Recall that an operator T on a topological vector space X is said to be locally

quasinilpotent at a point x ∈ X if lim
n→∞

T nx
νn = 0 for every real ν > 0. The set of all

points at which T is locally quasinilpotent is denoted by QT . Clearly, QT is a linear

subspace of X. We claim that QT is T -hyperinvariant. Indeed, if S is a continuous

operator such that ST = TS and x ∈ QT , then

lim
n→∞

T n(Sx)
νn = S

(
lim

n→∞
T nx
νn

)
= 0

for every ν > 0, so that Sx ∈ QT . Therefore, if QT is a closed T -hyperinvariant subspace

(although it may be trivial).

3.1.6. Next, suppose that E is a vector lattice and T is a positive operator on E. The

null ideal of T is defined by the following formula: NT =
{
x ∈ E : T

(|x|) = 0
}
.

Clearly, NT is an (order) ideal and a subspace of the null-space of T . Further, NT is

invariant under every positive operator that commutes with T . Indeed, suppose that S

is another positive operator on E and x ∈ NT , then

T
(|Sx|) 6 TS

(|x|) = ST
(|x|) = 0.

If E is a locally convex-solid vector lattice, and T is positive and continuous, then NT is

closed.

3.1.7. Let J be an ideal in a locally convex-solid vector lattice E. If J is invariant under

some positive operator T : E → E, then J is also invariant under every operator S which

is polynomially dominated by T . Indeed, let P (t) be a polynomial with non-negative

coefficients such that P (T ) dominates S. If x ∈ J , then |Sx| 6 P (T )
(|x|) ∈ J implies

that Sx ∈ J , that is, J is S-invariant.

3.1.8. For a positive operator T on a vector lattice E and for every integer n > 0 let

An =
∑n

i=0 T i. If x is a positive element of E, then xn = Anx is an increasing sequence
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in E, so that (Exn) is an increasing sequence of principal ideals. Then Jx =
⋃∞

n=0 Exn

is a non-zero T -invariant ideal in E. Indeed, Jx is non-zero because x ∈ Jx. Further, if

y ∈ Jx then |y| 6 λxn for some positive λ and n. Then

|Ty| 6 T |y| 6 λTxn 6 λ

n∑
i=0

T i+1x 6 λxn+1,

so that Ty ∈ Exn+1 ⊆ Jx.

Sometimes (e.g., when T is nb-bounded but E is not locally bounded, and we want

An to be nb-bounded) it is more convenient to define An’s and Jx via An =
∑n

i=1 T i for

all n > 1 and Jx =
⋃∞

n=1 EAnx. Then Jx is still a T -invariant ideal; Jx = {0} for some

x ∈ E+ if and only if the null ideal NT is non-trivial, so that when dealing with the

Invariant Subspace Problem, we can usually assume without loss of generality that Jx is

non-zero.

3.2 Known results on Banach lattices

Here we list several major results on the Invariant Subspace Problem for positive opera-

tors on Banach lattices. Complete proofs of these and other related results can be found

in [AAB93, AAB94, AAB98]. In Sections 3.4 and 3.5 we generalize the following results

to positive operators on locally convex-solid lattices.

Theorem 3.2.1 ([AAB98]). Let S, T : E → E be two positive operators on a Banach

lattice such that

(i) ST 6 TS (in particular, this holds if S commutes with T ),

(ii) S is locally quasinilpotent at some x > 0, and

(iii) S dominates a non-zero compact operator.

Then the operator T has a non-trivial closed invariant subspace. Moreover, we can choose

it to be the closure of a principal ideal in E.
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Theorem 3.2.2 ([AAB98]). Let S, T : E → E be two positive operators on a Banach

lattice such that

(i) ST > TS (in particular, this holds if S commutes with T ),

(ii) S is quasinilpotent, and

(iii) S dominates a non-zero compact operator.

Then the operator T has a non-trivial closed invariant subspace. Moreover, we can choose

it to be the closure of a principal ideal in E.

Theorem 3.2.3 ([AAB98]). Let S, T : E → E be two positive commuting operators on

a Banach lattice. If one of them is quasinilpotent at a non-zero positive vector, and the

other dominates a non-zero compact operator, then T and S have a common non-trivial

closed invariant ideal.

Theorem 3.2.4 ([AAB98]). If a positive operator T : E → E on a Banach lattice is

compact-friendly and locally quasinilpotent at some x > 0, then T has a non-trivial closed

invariant ideal. Moreover, if another positive operator S commutes with T , then S and

T have a common non-trivial closed invariant ideal.

3.3 Cube theorem and relative uniform topology

In order to generalize the results of Section 3.2, we will need locally convex-solid versions

of some tools which Y. Abramovich, C. Aliprantis, and O. Burkinshaw used in [AAB98]

when dealing with the Invariant Subspace Problem in Banach lattices.

Cube theorem

The following important theorem originally appeared in [AB80]. The proof can be also

found in [AB85]:
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Theorem 3.3.1. If in the scheme of continuous operators E
M1−→ F

M2−→ G
M3−→ H

between Banach lattices each operator Mi is dominated by a compact positive operator,

then the operator M3M2M1 is compact.

We will use a locally convex-solid version of this result, which was proved by G. Lepkes

([Lep93], Corollary 4.3.5):

Theorem 3.3.2. Let Ej (1 6 j 6 4) be locally convex-solid vector lattices and Tj, Sj be

positive linear operators from Ej to Ej+1 with 0 6 Sj 6 Tj and Tj compact, 0 6 j 6 3.

Then the operator S3S2S1 : E1 → E4 is compact.

Relative uniform topology

Definition 3.3.3. A net (xα) in a vector lattice E relatively uniformly converges

(or (ru)-converges) to x ∈ E if there exists u ∈ E+ such that for every positive ε there

exists an index α0 such that |x−xα| 6 εu holds for all α > α0. Analogously, we say that

(xα) is (ru)-Cauchy if for all ε > 0 there exists an index α0 such that |xα − xβ| 6 εu

for all α, β > α0. A vector lattice is called (ru)-complete if every (ru)-Cauchy net

(ru)-converges.

The element u in the above definition is referred to as a regulator of convergence.

It can be easily verified that (ru)-convergence is compatible with vector lattice opera-

tions. In an Archimedean vector lattice (ru)-convergence implies order convergence. In

a locally convex-solid vector lattice (ru)-convergence implies topological convergence be-

cause |x − xα| 6 εu implies p(x − xα) 6 εp(u) for every lattice seminorm p. Therefore

(ru)-completeness is a weaker condition than topological or order completeness.

We will need the following well known lemma.

Lemma 3.3.4. Let E be a vector lattice (ru)-complete with respect to an order unit u.

Then E endowed with the norm

‖y‖ = inf{λ > 0 : |y| 6 λu}

is an AM-space with unit u, whose closed unit ball is the order interval
[−|u|, |u|].
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Proof. It can be easily verified that ‖·‖ is really a lattice norm on E, having
[−|u|, |u|]

as its closed unit ball. Now, notice that ‖·‖ convergence is the same as (ru)-convergence,

and a net (xα) in E is ‖·‖-Cauchy if and only if it is (ru)-Cauchy, because ‖xα− xβ‖ 6 ε

is equivalent to |xα − xβ| 6 εu. Since E is (ru)-complete, there exists y ∈ E such that

(xα) is (ru)-convergent to y. Finally, (ru)-convergence of (xα) to y implies convergence

in norm, so that
(
E, ‖·‖) is a Banach space.

The following lemma is analogous to Lemma 9.3 of [AAB98].

Lemma 3.3.5. Let E be a vector lattice, (ru)-complete with respect to some order unit

u. Then

(i) For every non-zero element y ∈ E there exists a linear operator V on E such that

V y > 0 and |V x| 6 |x| for all x ∈ E;

(ii) For all elements v, w ∈ E satisfying 0 6 v 6 w there exists a linear operator U on

E such that Uw = v and |Ux| 6 |x| for all x ∈ L.

Proof. By the Lemma 3.3.4 we know that E with the norm given by ‖y‖ = inf{λ > 0 :

|y| 6 λu} is an AM-space with unit u. By the Kakutani-Krein representation theorem,

there exists a compact Hausdorff space Ω such that E is lattice isomorphic to the space

C(Ω) of all continuous functions on Ω with the sup-norm ‖y‖∞ = max{|y(ω)| : ω ∈ Ω},
and the element u corresponds to the constant function 1 on Ω.

(i) Now fix y ∈ E with y 6= 0 and view y as a continuous function on Ω. By scaling

appropriately, we can suppose that ‖y‖∞ = 1. Now consider the function y ∈ C(Ω)

(the complex conjugate of y) and denote by V the multiplication operator on C(Ω) (and

hence on E) defined by V x = yx. Clearly, V y = |y|2 > 0 and |V x| 6 |x| holds for each

x ∈ E.

(ii) Again, as above, we view v and w as continuous functions on Ω and consider the

function

h(t) =





v(t)
w(t)

if w(t) 6= 0;

0 otherwise.
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Since 0 6 v 6 w then v = hw. Let U be the multiplication operator on C(Ω) (and hence

on E) defined by h, i. e. Ux = hx for each x ∈ C(Ω). Clearly, Uw = v and |Ux| 6 |x|
for each x ∈ E.

Recall that a positive element u in a locally convex-solid vector lattice E is said to

be a quasi-interior point if the ideal Eu generated by u is dense in E.

Corollary 3.3.6. Let E be a complete locally convex-solid vector lattice and u ∈ E+ a

quasi-interior point in E. Then the following properties hold:

(i) For every non-zero element y ∈ Eu there exists a continuous operator V on E such

that V y > 0 and |V x| 6 |x| for all x ∈ E;

(ii) For every element v ∈ E satisfying 0 6 v 6 u there exists a continuous operator U

on E such that Uu = v and |Ux| 6 |x| for all x ∈ E.

Proof. Notice first that Eu with the norm defined via

‖y‖ = inf{λ > 0 : |y| 6 λu} (3.1)

is a normed lattice with order unit u. Let F be the closure of Eu in the norm ‖·‖ or,

equivalently, in (ru)-convergence. Since every point in F is a (ru)-limit of points of Eu and

since (ru)-convergence implies convergence in the topology of E, we have Eu ⊆ F ⊆ E.

Further, F is a Banach lattice with order unit u and the norm given by (3.1), so that

(F, ‖·‖) is an AM-space by Lemma 3.3.4. Now Lemma 3.3.5 guarantees the existence of

operators V and U on F with the required properties. Since |V x| 6 |x| and |Ux| 6 |x|
for all x ∈ F , it follows that V and U are continuous on F in the topology induced from

E. Since Eu is dense in E then V and U can be extended to continuous operators on E

satisfying the required properties.

3.4 Semi-commuting operators

We start with a locally convex version of Theorem 3.2.1.
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Theorem 3.4.1. Let T and S be two positive operators on a locally convex-solid vector

lattice E such that

(i) ST 6 TS;

(ii) either T is nn-bounded1 or T is continuous with rc(T ) < ∞;

(iii) S is locally quasinilpotent at some x0 > 0;

(iv) S dominates a non-zero compact operator.

Then the operator T has a non-trivial closed invariant ideal.

Proof. Let T , S, and x0 satisfy the hypotheses of the theorem, and let K be a non-zero

compact operator dominated by S. Similarly to 3.1.8, let An =
∑n

i=0 T i for each positive

integer n, and Jx =
⋃∞

n=0 EAnx. Then the ideal Jx is non-zero and T -invariant for every

x > 0. The proof will be finished if we show that Jx is not dense in E for some positive

x. Assume, for the sake of contradiction, that Jx = E for every x > 0.

We claim that without loss of generality we can suppose Kx0 6= 0. Indeed, if Ky = 0

for each 0 < y ∈ Jx0 , then K = 0 on Jx0 . However, since Jx0 is dense in E, we conclude

that K = 0, which contradicts the hypothesis. Therefore, Ky0 6= 0 for some 0 < y0 ∈ Jx0 .

Since S is locally quasinilpotent at x0 and 0 < y0 < λ
∑m

i=0 T ix0 for some m and λ > 0,

for any positive number ν we have

0 6 νnSny0 6 λ

m∑
i=1

T iνnSnx0 → 0 as n →∞.

This implies that S is also locally quasinilpotent at y0. Now, replacing x0 by y0 if

necessary, we can assume Kx0 6= 0.

There exists an open solid base zero neighborhood V such that K(V ) is pre-compact,

x0 /∈ V , and Kx0 /∈ V .2 We can assume without loss of generality that K(V ) ⊆ V , this

1With respect to some base of convex solid zero neighborhoods.
2Indeed, for each of these conditions one can find a zero neighborhood satisfying the condition. Take

the intersection of these neighborhoods, then there is a base zero neighborhood inside the intersection,

it would satisfy all the conditions.
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can be done by scaling K and S if necessary. If while scaling we loose the condition

Kx0 /∈ V , it can be recaptured be scaling x0, and we still can assume that x0 /∈ V . Now

consider the set U = x0 + V . Then K(U) is precompact, 0 /∈ U and 0 /∈ K(U).

By assumption, Jz = E for each z > 0. Fix positive x and z in E, then (x+V )∩Jz is

nonempty. let v ∈ (x+V )∩Jz. Then v ∈ EAm0z for some m0. Consider u = v+∧x, then

obviously u ∈ EAm0z and 0 6 u 6 x. Since |u− x| 6 |v − x| and v − x ∈ V , we conclude

that u− x ∈ V . Pick any k0 such that u 6 k0Am0z, then kAmz > k0Amz > k0Am0z for

every k > k0 and for every m > m0, so that

0 6 x− x ∧ kAmz 6 x− x ∧ k0Am0z 6 x− u.

This yields x− x ∧ kAmz ∈ V holds for all k > k0 and m > m0.

Thus, for every z 6= 0 there exist positive integers k and m such that x0 ∧ kAm|z| ∈
x0 + V = U . Since the function z 7→ x0 ∧ kAm|z| is continuous, we see that the sets

Ok,m = {z ∈ E : x0 ∧ kAm|z| ∈ U} are open and cover E \ {0}. In view of the condition

0 /∈ K(U), the above argument guarantees that K(U) ⊆ ⋃∞
k,m=1 Ok,m. Since the sets Ok,m

are increasing as k and m increase, the compactness of K(U) implies that K(U) ⊆ Ok,m

for some fixed k and m. In other words, there exist k and m such that z ∈ K(U) implies

x0 ∧ kAm|z| ∈ U .

In particular, we have x1 = x0 ∧ kAm|Kx0| ∈ U . Since K(x1) ∈ K(U), it follows

that x2 = x0 ∧ kAm|Kx1| ∈ U . Proceeding inductively, we obtain a sequence (xn) of

positive vectors in U defined by xn+1 = x0 ∧ kAm|Kxn|. We claim that 0 6 xn 6
knAn

mSnx0 holds for each n. The proof is by induction. For n = 1, we have the inequality

x1 = x0 ∧ kAm|Kx0| 6 kAmSx0. For the induction step, notice that ST 6 TS implies

SAn
m 6 An

mS and

0 6 xn+1 6 kAm|Kxn| 6 kAmSxn 6 kAmS(knAn
mSnx0) 6 kn+1An+1

m Sn+1x0.

Thus we have 0 6 xn 6 knAn
mSnx0. We claim that lim

n→∞
xn = 0. Indeed, suppose that

T is nn-bounded, then Am is also nn-bounded, and by Proposition 2.1.12 we have p(Am) <

∞ for every generating seminorm p on E. Then lim
n→∞

p(xn) 6 lim
n→∞

knp(Am)np(Snx0) = 0
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because S is locally quasinilpotent at x0, so that xn → 0. If T is continuous and rc(T ) is

finite then rc(Am) is finite by Theorem 2.3.10, and since the sequence (Snx0) is fast null

it follows from Lemma 2.3.12 that lim
n→∞

knAn
mSnx0 = 0, so that again lim

n→∞
xn = 0. But

this contradicts the assumptions that xn ∈ U and 0 /∈ U .

The following theorem is another modification of this result. The proof is similar, but

we present it for completeness.

Theorem 3.4.2. Let T and S be two positive operators on a locally convex-solid vector

lattice E such that

(i) ST > TS;

(ii) S and T are either nn-bounded, or continuous with finite rc(S) and rc(T );

(iii) T is locally quasinilpotent at some x0 > 0;

(iv) S dominates a non-zero compact operator.

Then the operator T has a non-trivial closed invariant ideal.

Proof. Let T , S, and x0 satisfy the hypotheses of the theorem, and let K be a non-zero

compact operator dominated by S. As in 3.1.8, let Am =
∑n

i=1 T i for each positive integer

n, and Jx =
⋃∞

m=1 EAmx, then either the null ideal NT is a closed nontrivial T -invariant

ideal, or Jx is non-zero and T -invariant for every x > 0. The proof will be finished if we

show that Jx is not dense in E for some positive x. Assume for the sake of contradiction,

that Jx = E for every x > 0.

We claim that without loss of generality we can suppose Kx0 6= 0. Indeed, if K(y) = 0

for each 0 < y ∈ Jx0 , then K = 0 on Jx0 which is dense in E. This implies K = 0, which

contradicts the hypothesis. Therefore, Ky0 6= 0 for some 0 < y0 ∈ Jx0 . Since T is locally

quasinilpotent at x0, and 0 < y0 6 λ
∑m

i=1 T ix0 for some m and λ > 0, for any positive

number ν we have

0 6 νnT ny0 6 νnT nλ

m∑
i=1

T ix0 6 λ

m∑
i=1

νnT n+ix0 → 0 as n →∞.
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This implies that T is also locally quasinilpotent at y0. Now replacing x0 by y0 if necessary,

we can assume Kx0 6= 0.

There exists an open solid base zero neighborhood V such that K(V ) is pre-compact,

x0 /∈ V , K(V ) ⊆ V , and Kx0 /∈ V . Let U = x0 + V , then K(U) is precompact, 0 /∈ U

and 0 /∈ K(U). As in the proof of Theorem 3.4.1 we produce a sequence (xn) of points in

U via xn+1 = x0 ∧ kAm|Kxn| for some positive integer k and m. Furthermore, we claim

that 0 6 xn 6 knSnAn
mx0 holds for each n. The proof is by induction. By hypothesis,

TS 6 ST , so that An
mS 6 SAn

m. For n = 1, we have 0 6 x1 = x0∧kAm|Kx0| 6 kAmSx0.

For the induction step, notice that if 0 6 xn 6 knSnAn
mx0 holds for some n, then

0 6 xn+1 = x0 ∧ kAm|Kxn| 6 kAmSxn 6 kAmS(knSnAn
mx0) 6 kn+1Sn+1An+1

m x0.

Thus we have 0 6 xn 6 knSnAn
mx0. We claim that lim

n→∞
xn = 0. Notice that

Am = RT = TR where R = I + T + · · · + Tm−1. If both S and T are nn-bounded,

then we can assume without loss of generality that p(S) and p(T ) are finite for every

generating seminorm p. It follows that p(R) is finite and

p(xn) 6 p(knSnAn
mx0) 6 knp(S)np(R)np(T nx0) → 0,

so that lim
n→∞

xn = 0. If S and T are continuous and rc(S) and rc(R) are finite, then

by Theorem 2.3.10 we have rc(R) < ∞, and by Lemma 2.3.12 we have knSnAn
mx0 =

knSnRnT nx0 → 0, so that again lim
n→∞

xn = 0. But this contradicts the assumptions that

xn ∈ U and 0 /∈ U .

And yet another modification of the same idea.

Theorem 3.4.3. Let T and S be two positive operators on a locally convex-solid vector

lattice E such that

(i) ST > TS;

(ii) rc(S) = 0 and T is continuous with rc(T ) < ∞;

(iii) S dominates a non-zero compact operator.
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Then the operator T has a non-trivial closed invariant ideal.

Proof. Let T and S satisfy the properties stated in the theorem, and let K be a non-zero

compact operator dominated by S. Since K is non-zero, there exists a positive x0 such

that Kx0 6= 0. Again, let Am =
∑n

i=0 T i for each positive integer n, and Jx =
⋃∞

m=0 EAmx,

then Jx is non-zero and T -invariant for every x > 0. The proof will be finished if we

show that Jx is not dense in E for some positive x. Assume for the sake of contradiction

that Jx = E for every x > 0.

There exists an open solid base zero neighborhood V such that K(V ) is pre-compact,

x0 /∈ V , K(V ) ⊆ V , and Kx0 /∈ V . Let U = x0+V , then K(U) is precompact, 0 /∈ U and

0 /∈ K(U). As in the proof of Theorem 3.4.2 we produce a sequence (xn) of points in U

via xn+1 = x0 ∧ kAm|Kxn| for some positive integer k and m, then 0 6 xn 6 knSnAn
mx0

for every n > 0. Again, we are going to show that lim
n→∞

xn = 0 and thus obtain a

contradiction.

Since rc(T ) is finite then rc(Am) is also finite by Theorem 2.3.10. Let ν > rc(Am),

then the sequence An
mx0

νn is ultimately bounded by Proposition 2.3.7. Let µ = 1
kν

, then

µ > 0 = rc(S) and

xn 6 knSnAn
mx0 =

Sn

µn

An
mx0

νn
→ 0

by Proposition 2.3.7.

Next, we present a generalization of Theorem 3.2.3, which guarantees the existence of

a common invariant ideal for two positive operators on a Banach lattice, one of which is

locally quasinilpotent, and the other dominates a compact operator. In a locally convex-

solid case we can do this assuming additionally that the compact operator is positive.

Theorem 3.4.4. Let T and S be two commuting positive operators on a locally convex-

solid vector lattice E such that S and T are either nn-bounded or continuous with rc(S)

and rc(T ) finite. If T is locally quasinilpotent at a positive vector and S dominates a non-

zero positive compact operator, then the operators S and T have a common non-trivial

closed invariant ideal.
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Proof. Assume that T is quasinilpotent at some point x0 > 0, and that S dominates a

positive non-zero compact operator K. If T is not strictly positive, then the null-ideal NT

is the desired non-trivial common closed invariant ideal. So, suppose that T is strictly

positive. Consider the sequence of operators Am =
∑m

i=0(S + T )i. Then by 3.1.8 the

ideal Jx0 =
⋃∞

m=1 EAmx0 is (S + T )-invariant. Since 0 6 S, T 6 S + T , 3.1.7 implies

immediately that this ideal is invariant under both S and T .

Assume Jx0 = E, then there exists some 0 < y0 ∈ Jx0 such that Ky0 > 0 because K is

non-zero by assumption. Notice that T is still locally quasinilpotent at y0: since y0 ∈ Jx0 ,

then there is some positive real λ and positive integer m such that 0 < y0 6 λAmx0.

Then

0 6 αnT ny0 6 αnT nλ

m∑
i=0

(S + T )ix 6 λ

m∑
i=0

(S + T )iαnT nx,

which converges to zero as n approaches infinity for every α > 0.

Since T is strictly positive, we have TKy0 > 0, and so TK is non-zero. Also, we have

TK 6 TS. Thus, the positive continuous operator TS dominates the non-zero compact

operator TK. Show that TS is locally quasinilpotent at y0. Indeed, if S is nn-bounded,

then for every generating seminorm and every positive ν we have

lim
n→∞

p
( (ST )n

νn y0

)
6 lim

n→∞
p(S)n

νn p(T ny0) = 0.

If S and T are continuous and rc(S) and rc(T ) are finite, then the fact that (T ny0) is a

fast null sequence implies that the sequence (SnT ny0) is still fast null by Lemma 2.3.12.

This means that TS is locally quasinilpotent at y0. Finally, notice that TS commutes

with the positive operator S +T and that if S and T are nn-bounded or continuous with

rc(S) and rc(T ) finite, then by 2.1.6, Lemma 2.3.8, and Theorem 2.3.9 so are ST and

S + T . Then, by Theorem 3.4.1, there exists a non-trivial closed (S + T )-invariant ideal.

Clearly, this ideal is invariant under both S and T .

In view of Lemma 3.3.4 and Krein-Kakutani Theorem, the next theorem is a gener-

alization of Theorem 3.2.3 to a locally convex-solid topology on a C(Ω) space. Here we

do not assume the compact operator to be positive.
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Theorem 3.4.5. Let T and S be two commuting positive operators on a locally convex-

solid vector lattice E such that E is (ru)-complete for some order unit u ∈ E+ and either

S and T are nn-bounded, or they are continuous with rc(S) and rc(T ) finite. If T is

locally quasinilpotent at a positive vector and S dominates a non-zero compact operator,

then the operators S and T have a common non-trivial closed invariant ideal.

Proof. Assume that T is quasinilpotent at some point x0 > 0 and that S dominates a

positive non-zero compact operator K. If T is not strictly positive, then the null-ideal

NT is the desired non-trivial common closed invariant subspace. So, suppose that T is

strictly positive. Consider the sequence of operators Am =
∑m

i=0(S + T )i, then by 3.1.8

the ideal Jx0 =
⋃∞

m=1 EAmx0 is (S + T )-invariant. Since 0 6 S, T 6 S + T , 3.1.7 implies

immediately that this ideal is invariant under both S and T .

Assume Jx0 = E, then there exists some 0 < y0 ∈ Jx0 such that Ky0 6= 0 because K is

non-zero by assumption. Notice that T is still locally quasinilpotent at y0: since y0 ∈ Jx0 ,

then there is some positive real λ and positive integer m such that 0 < y0 6 λAmx0.

Then

0 6 αnT ny0 6 αnT nλ

m∑
i=0

(S + T )ix 6 λ

m∑
i=0

(S + T )iαnT nx,

which converges to zero as n approaches infinity for every α > 0.

By Lemma 3.3.5(i) there exists a linear operator V on E such that V is dominated

by the identity operator and V Ky0 > 0. Since |V x| 6 |x| for every x ∈ E it follows that

V is continuous. Further, TV Ky0 > 0 because T is strictly positive, so that TV K is a

nonzero compact operator. We have |TV Kx| 6 T |V Kx| 6 TS|x| for each x ∈ E, so

that TV K is dominated by TS.

We now show that TS is locally quasinilpotent at y0. If S is nn-bounded, then for

each generating seminorm p and for every ν > 0 we have

lim
n→∞

p
( (ST )n

νn y0

)
6 lim

n→∞
p(S)n

νn p(T ny0) = 0.

On the other hand, if S and T are continuous and rc(S) and rc(T ) are finite, then the

fact that (T ny0) is a fast null sequence implies that the sequence (SnT ny0) is still fast

null by Lemma 2.3.12. This means that TS is locally quasinilpotent at y0.
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Finally, notice that TS commutes with the positive operator S +T and that if S and

T are nn-bounded or continuous with rc(S) and rc(T ) finite, then by 2.1.6, Lemma 2.3.8,

and Theorem 2.3.9 so are ST and S+T . Then, by Theorem 3.4.1, there exists a non-trivial

closed (S + T )-invariant ideal. Clearly, this ideal is invariant under both S and T .

3.5 Compact friendly operators

Theorem 3.2.4, which appeared in [AAB98], says that every locally quasinilpotent compact-

friendly positive operator on a Banach lattice has a closed non-trivial invariant ideal. We

are going to generalize this result to operators on locally convex-solid vector lattices.

Recall, that if T is an operator on a topological vector space with rc(T ) < 1 then by The-

orem 2.4.3 the operator I−T is invertible and the inverse is given by the equicontinuously

convergent series (I − T )−1 = I + T + T 2 + . . . .

Theorem 3.5.1. Suppose that T is a non-zero continuous positive operator on a com-

plete locally convex-solid vector lattice E such that rc(T ) and rc

(
(I − T )−1

)
are finite.

Suppose also that there are three non-zero continuous operators R, C, and K such that R

and K are positive, rc(R) < ∞, K is compact, T commutes with R, and C is dominated

by both R and K. If T is locally quasinilpotent at some x0 then T has a non-trivial closed

invariant ideal.

Proof. By Theorem 2.4.3 we know that (I − T )−1 =
∑∞

i=0 T i is a continuous operator,

and we will denote it by A. Clearly, A is positive, commutes with T and R, and satisfies

Ax > x for each x > 0. Also, for each x > 0 the ideal EAx is T -invariant. Therefore we

can assume EAx = E, so that Ax is a quasi-interior point for every x > 0.

Since C 6= 0, there exists some x1 > 0 such that Cx1 6= 0. Since A|Cx1| is a

quasi-interior point and Cx1 6 A|Cx1|, it follows from Corollary 3.3.6(i) that there

exists a continuous operator V1 on E dominated by the identity operator such that

x2 = V1Cx1 > 0. Put M1 = V1C and note that M1 is dominated both K and R.

Since EAx2 = E and C 6= 0 we see that there exists some 0 < y 6 Ax2, such that

Cy 6= 0. Since Ax2 is a quasi-interior point, it follows from Corollary 3.3.6(ii) that
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there exists a continuous operator U on E, dominated by the identity operator such that

UAx2 = y. Now, the element A|Cy| is quasi-interior and |Cy| 6 A|Cy|, so that by

Corollary 3.3.6(i) it follows that there exists another operator V2 on E dominated by the

identity operator such that x3 = V2Cy = V2CUAx2 > 0. Let M2 = V2CUA and note

that since

|M2x| = |V2CUAx| 6 |CUAx| 6 R|UAx| 6 R|Ax| 6 RA|x|

for every x ∈ E then M2 is dominated by the continuous positive operator RA. It can

be shown in the same fashion that M2 is dominated by the compact operator KA.

If we repeat the preceding argument with the vector x2 replaced by x3, then we obtain

one more operator M3 on E which satisfies M3x3 > 0 and which is dominated by both

KA and RA.

From M3M2M1x1 = M3x3 > 0, we see that M3M2M1 is a non-zero operator which,

by Theorem 3.3.2 is also compact. Moreover,

|M3M2M1x| 6 RARAR|x|

for each x ∈ E.

Now consider the operator S = RARAR. Note that S is non-zero, positive, con-

tinuous, and rc(S) < ∞. Further, S commutes with T and dominates the non-zero

compact operator M3M2M1. Therefore T has a non-trivial closed invariant ideal by

Theorem 3.4.2.

In view of Lemma 3.3.4 and Krein-Kakutani Theorem, the next theorem is a gener-

alization of Theorem 3.2.4 to a locally convex-solid topology on a C(Ω) space.

Theorem 3.5.2. Suppose that T is a non-zero continuous positive operator on a locally

convex-solid vector lattice E such that E is (ru)-complete with respect to an order unit

u ∈ E+, rc(T ) < ∞, and T is locally quasinilpotent at x0 ∈ E+. Suppose also that there

are three non-zero continuous operators R, C, and K such that R and K are positive,

rc(R) < ∞, K is compact, T commutes with R, and C is dominated by both R and K.
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Then T has a non-trivial closed invariant ideal. Moreover, if another continuous positive

operator S commutes with T and R, and rc(S) < ∞, then S and T have a common closed

non-trivial invariant ideal.

Proof. For each m ∈ N consider the operator Am =
∑m

i=0(S+T )i. Clearly, Am commutes

with S, T , and R for every m and Amx > x for every x ∈ E+. By 3.1.8 the ideal

Jx =
⋃∞

m=0 EAmx is (S + T )-invariant. Since 0 6 S, T 6 S + T , it follows from 3.1.7 that

this ideal is invariant under both S and T . Therefore we can assume that Jx = E for

each x > 0.

Since C 6= 0, there exists some x1 > 0 such that Cx1 6= 0. It follows from Lemma 3.3.5(i)

that there exists a linear operator V1 on E dominated by the identity operator (hence

continuous) such that x2 = V1Cx1 > 0. Put M1 = V1C and note that M1 is dominated

by both K and R.

From Jx2 = E and C 6= 0 we see that there exists some positive y 6 Am2x2 such

that Cy 6= 0. It follows from Lemma 3.3.5(ii) that there exists a linear operator U on E,

dominated by the identity operator (hence continuous) such that UAm2x2 = y. Again, by

Lemma 3.3.5(i) there exists another operator V2 on E, such that V2 is dominated by the

identity (hence continuous) and x3 = V2Cy = V2CUAm2x2 > 0. Let M2 = V2CUAm2 ,

and note that M2 is dominated by the positive compact operator KAm2 and by the

operator RAm2 .

If we repeat the preceding argument with x2 replaced by x3, we obtain one more

continuous operator M3 on E dominated by the positive compact operator KAm3 and

by the operator RAm3 and such that M3x3 > 0. It follows from M3M2M1x1 = M3x3 > 0

that M3M2M1 is non-zero. Further, it is compact by Theorem 3.3.2. Moreover, we see

that

|M3M2M1x| 6 RAm3RAm2R|x|

for each x ∈ E.

Now consider the operator P = RAm3RAm2R + S. Note that P is non-zero, positive,

continuous, and rc(P ) < ∞. Further, P commutes with T and dominates the non-
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zero compact operator M3M2M1. Therefore P and T have a common non-trivial closed

invariant ideal by Theorem 3.4.2. Finally, since S 6 P , this ideal is invariant under S.
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