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Abstract

The Stickelberger elements attached to an abelian extension of number
fields conjecturally participate, under certain conditions, in annihilator
relations involving higher algebraic K-groups. In [13], Snaith introduces
canonical Galois modules hoped to appear in annihilator relations gen-
eralising and improving those involving Stickelberger elements. In this
paper we study the first of these modules, corresponding to the classical
Stickelberger element, and prove a connection with the Stark units in a
special case.

1 Introduction

The analytic class number formula is a classical result demonstrating a local-
to-global phenomenon in number fields. It relates the residue at s = 1 of the
locally defined Dedekind ζ-function ζK(s) of a number field K to the globally
defined class number hK of K via a regulator. Reformulated in terms of the
leading coefficient ζ∗K(0) of ζK(s) at s = 0 using the functional equation for
ζK(s), it says

ζ∗K(0)
RK

= − hK

|µ(K)| (1.1)

where RK is the regulator of K and µ(K) is the group of roots of unity in K.
As a consequence of (1.1), we see that the Z-submodule Z ζ∗K(0)

RK
of C actually

lies in Q and connects the annihilators of the Z-modules µ(K) and Cl(K):

annZ(µ(K))Z
ζ∗K(0)
RK

⊆ annZ(Cl(K)).

Now, if k is a subfield of K such that K/k is Galois, then µ(K) and Cl(K)
come with an action by the group G = Gal(K/k), and one can ask whether it
is possible to find non-trivial elements α ∈ Q[G] such that

annZ[G](µ(K))α ⊆ annZ[G](Cl(K)).

This more general setting has a classical answer, although it is only partial. It
concerns Stickelberger’s element, which we now turn to for motivation.

1.1 The Stickelberger approach

Let K/Q be a cyclotomic extension, of conductor f say, and G its Galois group.
Stickelberger defined an element

θStick =
f∑

a=1
(a,f)=1

a

f
(a, K/Q)−1 ∈ Q[G], (1.2)
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and the theorem of 1890 named after him states that any Z[G]-multiple of it
having integral coefficients annihilates the class group of K. A minor modifica-
tion of θStick can be generalized to arbitrary pairs (K/k, S) where K/k is any
abelian1 extension of number fields and S a finite set of places of k containing
the infinite ones, namely

θK/k,S(1) =
∑

χ∈Ĝ

LK/k,S(0, χ)eχ̄.

Remark. In fact, when K/Q is cyclotomic and S is the set of places of Q
consisting of the ones ramifying in K/Q, θK/Q,S(1) = 1

2
N − θStick where N is

the sum in Z[G] of the elements of G = Gal(K/Q). For a proof of this see [6,

p.268]. Note, however, that the element we call θK/k,S(1) is called θK/k,S(0)

there.

Now, suppose that k is totally real and S contains the places which ramify
in K/k. Then it was shown by Klingen that θK/k,S(1) ∈ Q[G], and by Deligne
and Ribet that

annZ[G](µ(K))θK/k,S(1) ⊆ Z[G],

so in view of Stickelberger’s Theorem, it became natural to ask: Do we have

annZ[G](µ(K))θK/k,S(1) ⊆ annZ[G](Cl(OK))

in general? This is Brumer’s conjecture. Observing that µ(K) = tors(K1(OK))
and Cl(OK) = tors(K0(OK)), the question arose of whether there ought to be
analogues of Brumer’s conjecture involving higher K-groups.

Definition 1.1 Let (K/k, S) be as above. Then for an integer n > 0, we define
the nth Stickelberger element to be

θK/k,S(n) =
∑

χ∈Ĝ

LK/k,S(1− n, χ)eχ̄.

Remark. The element we call θK/k,S(n) is called θK/k,S(1− n) in [6].

The following conjecture is a higher-dimensional analogue of the Brumer
conjecture, posed when k is totally real, K is totally real or a CM-field, and S
contains the places which ramify in K/k. See [11, Ch.7].

Conjecture 1.2 For any r < 0,

annZ[G](tors(K1−2r(OK,S)))θK/k,S(1− r) ⊆ annZ[G](K−2r(OK,S)).

1The word abelian may be replaced by the word Galois here, but we won’t use this and so
only give the definition for abelian extensions.
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However, in the situation when all the L-functions LK/k,S(s, χ) vanish at
r, this conjecture becomes trivial. Under the assumption that K/k satisfies
the higher Stark conjectures, Snaith shows in [13] how one can attach to K/k
a family {J r(K/k)}r∈Z<0 of Z[G]-submodules of Q[G], hoped to appear in a
generalization of Conjecture 1.2. Namely,

Conjecture 1.3 If K/k is an abelian extension of number fields with Galois
group G and S contains the places which ramify in K/k, then for each odd prime
` and each r < 0,

annZ`[G](tors(K1−2r(OK,S))⊗Z Z`)J r(K/k) ∩ Z`[G]
⊆ annZ`[G](K−2r(OK,S)⊗Z Z`).

Conjecture 1.3 is formulated in [13, Section 5.1], and verified when k = Q
in [13, Section 6] assuming the Quillen–Lichtenbaum conjecture (which relates
étale cohomology to K-theory).

In the present paper, we define an r = 0 analogue of the fractional ideals
J r(K/k). This will be a canonical Z[G]-submodule J (K/k, S) of Q[G] whose
existence relies upon the truth of the “Stark conjecture at 0”, i.e. the classical
Stark conjecture. In Section 3.3, we will describe J (K/k, S) in terms of Stark
units (see Section 3.1) under an assumption on the orders of vanishing of the
L-functions of the extension K/k, and work it out explicitly in some special
cases (see Section 4).

The work of Sections 3 and 4 will be combined with the main result of
Section 5, Theorem 5.3, to prove a relation of the fractional ideal with class-
groups. Theorem 5.3 connects the annihilator ideals of class-groups and certain
quotients of S-units. In fact, such a connection has been looked at before. In
[2] Cornacchia and Greither prove

Theorem 1.4 Let G = Gal(K/Q) where K/Q is a totally real abelian extension
of prime-power conductor. Then the Z[G]-Fitting ideals of O×K/CK and Cl(K)
are equal, where CK denotes the cyclotomic units in K.

(See [17, Section 8.1], [10, Section 4] or [2, Section 1] for a definition of the
cyclotomic units in K. Note that they are called circular units in [10].) Recall
that the Fitting ideal of a module is always contained in the annihilator ideal,
but that equality need not hold. However, as was pointed out by the reviewer,
Theorem 1.4 implies Theorem 5.3 directly. Indeed, since the Pontryagin dual
of the particular quotient U(`)/E+(`) appearing in Theorem 5.3 is cyclic as a
Galois module, and since further the Galois group is cyclic, the Fitting ideal of
U(`)/E+(`) is the whole annihilator ideal. U(`)/E+(`) can be shown to be just
the `-part of the units modulo cyclotomic units, and then Theorem 1.4 can be
applied.

The author is further grateful to the reviewer for bringing to his attention
a paper of Rubin ([7]). Indeed, that paper, which generalizes work of Thaine
in [16], can also be used to prove Theorem 5.3 – see [7, Thms 1.3, 2.2]. This
notwithstanding, the theory here is hoped to be applicable in a wider setting
and as part of a general principle.
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2 Definition of J (K/k, S)

For the rest of the paper, let us fix once and for all an algebraic closure Q̄ of Q
in which our number fields are to lie. Q̄ should be thought of as being distinct
from the algebraic closure Qc which we will choose later for group characters to
have their values in.

For the moment we take K/k to be any Galois extension of number fields,
although J (K/k, S) will be defined only for abelian extensions. Again, S will
be a finite set of places of k containing the infinite ones, and SK the set of places
of K above those in S. We write OK,S for OK,SK

.

2.1 The Stark regulator

Define X to be the Z[G]-submodule of degree-zero elements in the free abelian
group on SK (with the natural G-action). Then we have the Dirichlet regulator
map

λ : O×K,S ⊗Z R → X ⊗Z R
u 7→

∑

w∈SK

log ‖u‖ww.

This is an isomorphism of R[G]-modules. Now, by the remark immediately after
the proof of [9, Prop.33] (found in Section 12.1 there), any two Q-representations
which become isomorphic over C must necessarily be isomorphic over Q. Hence
there is a Q[G]-module isomorphism

f : O×K,S ⊗Z Q→ X ⊗Z Q.

(We point out, however, that there is in general no canonical choice for f .) Then
for a finitely generated C[G]-module V , let Rf

V denote the determinant of the
C-linear map

HomC[G](V ∗, X ⊗Z C) → HomC[G](V ∗, X ⊗Z C)

φ 7→ λ ◦ f−1 ◦ φ,

where V ∗ is the contragredient representation of V , and set

Rf (V ) = Rf
V /L∗K/k,S(0, V )

where L∗K/k,S(0, V ) denotes the leading coefficient of the Laurent series of the

L-function at s = 0. If V has character χ, we also write Rf
χ = Rf

V and Rf (χ) =
Rf (V ). We call the non-zero complex number Rf

χ the Stark f -regulator for χ.
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2.2 Stark’s conjecture

We reproduce here Stark’s conjecture as formulated in [15, Ch.I, Section 5].
K/k is still an arbitrary Galois extension of number fields with Galois group G.

Conjecture 2.1 Let χ be a (not-necessarily irreducible) character of G.
(i) Rf (χ) ∈ Q(χ).
(ii) For every σ ∈ Gal(Q(χ)/Q), Rf (χ)σ = Rf (χσ).

Remark. The truth of Conjecture 2.1 is shown in [15, Ch.I, Section 7] to be

independent of the set S and the choice of Q[G]-module isomorphism f , and

hence is a property solely of the extension. Stark’s conjecture is known to hold

whenever K/Q is abelian.

Assume, now, that K/k satisfies Stark’s conjecture and let Qc be the alge-
braic closure of Q in C. Then we see immediately that

Proposition 2.2 For any choice of f : O×K,S ⊗ZQ→ X ⊗ZQ, the element Rf

of Hom(R(G),C×) lies in HomGQ(R(G), (Qc)×), where GQ = Gal(Qc/Q) and
R(G) is the representation ring of G.

From now on, K/k is assumed to be abelian. Consider the group isomor-
phism

ϕG : Hom(R(G), (Qc)×) → Qc[G]×

h 7→
∑

χ∈Ĝ

h(χ)eχ.

ϕG restricts to give an isomorphism between HomGQ(R(G), (Qc)×) and Q[G]×,
and so by Proposition 2.2, ϕG(Rf ) ∈ Q[G]×.

Since X naturally embeds into X ⊗Z Q, we can define If to be the Z[G]-
submodule of Q[G] generated by

{detQ[G](φ) | φ ∈ EndQ[G](X ⊗Z Q), φ ◦ f(O×K,S) ⊆ X}.

(Any Q[G]-module is projective, so detQ[G] : EndQ[G](X ⊗Z Q) → Q[G] is a
well-defined function.)

Lemma 2.3 Let W be a finitely generated C[G]-module, u ∈ AutC[G](W ), and
V a one-dimensional representation of G with character χ. Then the determi-
nant of the C-linear map

HomC[G](V,W ) → HomC[G](V,W )
φ 7→ u ◦ φ

is χ(detC[G](u)).
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Proof. The statement for general W follows immediately from that for free
W , and in this case the proof is straight-forward linear algebra.

Proposition 2.4 For any two choices of Q[G]-module isomorphism

f, g : O×K,S ⊗Z Q→ X ⊗Z Q,

we have Ifκ(ϕG(Rf )−1) = Igκ(ϕG(Rg)−1), where κ is the involution of Q[G]
sending each group element to its inverse.

Proof. We use the following useful shorthand: If A is an abelian group and
R a subring of C, write RA for A⊗ZR. Also, if V and W are finitely generated
C[G]-modules and h an endomorphism of W , denote by hV,W the endomorphism
of HomC[G](V, W ) given by sending a homomorphism ψ to h ◦ ψ.

Let f, g be choices of isomorphism QO×K,S → QX and u = g ◦ f−1 ∈
AutQ[G](QX). Then for any representation V of G

Rf (V ) = detC(uV ∗,CX)Rg(V ),

so if R(u) is the assignment V 7→ detC(uV ∗,CX), we have Rf = R(u)Rg as
elements of HomGQ(R(G), (Qc)×).

Now, if V is a one-dimensional representation with character χ, R(u)(χ) =
detC(uV ∗,CX) = χ̄(detQ[G](u)) by Lemma 2.3. Hence ϕG(R(u)) = κ(detQ[G](u)).
On the other hand, it is easy to see that Ig = detQ[G](u)−1If . Putting this
together, we have the result.

Proposition 2.4 allows us to make the following definition:

Definition 2.5 Define J (K/k, S) = If (κ(ϕG(Rf )−1)) for any choice of Q[G]-
module isomorphism f : O×K,S ⊗Z Q→ X ⊗Z Q.

2.3 J (K/K, S) and the analytic class number formula

Let us first of all check that when we neglect any Galois action, i.e. when k = K,
the fractional ideal just defined relates the annihilators of µ(K) and Cl(K) in
the expected way. So, take k = K and consider the Z-submodule J (K/K, S)
of Q. Then choosing a Q-linear isomorphism f : O×K,S ⊗Z Q→ X ⊗Z Q sending
a Z-basis for O×K,S/tors to a Z-basis for X, we find that the Stark f -regulator
is just the usual Dirichlet regulator for the pair (K,S), up to sign. Also, in this
situation If is simply Z. Then denoting by S∞ the set of infinite places of K
and letting RK be the Dirichlet regulator for K, J (K/K, S∞) is given by

J (K/K,S∞) = Z
ζ∗K(0)
RK

(2.1)

where ζK(s) is the Dedekind ζ-function of K. The analytic class number formula
as stated in (1.1) then tells us that

annZ(µ(K))J (K/K, S∞) ⊆ annZ(Cl(K)).
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2.4 The integers rK/k,S(χ)

Because the orders of vanishing of L-functions at the point 0 will be referred to
often, we reserve notation for them.

Definition 2.6 If χ is a (not-necessarily irreducible) character of G, then the
order of vanishing of the L-function LK/k,S(s, χ) at s = 0 is denoted rK/k,S(χ),
or r(χ) when the pair (K/k, S) is understood.

We give a lemma which makes an important link between the Galois mod-
ule structure of X and the integers rK/k,S(χ). The lemma is in fact [15,
Ch.I,Prop.3.4], and does not assume G is abelian.

Lemma 2.7 For each v ∈ S, choose wv|v. Then for any representation V of
G with character χ,

r(χ) =
∑

v∈S

dimC V Gwv − dimC V G = 〈χ, χX〉 = dimCHomC[G](V ∗, X ⊗Z C),

where χX is the character of X ⊗Z C.

2.5 J (K/k, S) and θK/k,S(1)

Let K/k be any abelian extension and S any finite set of places of k containing
the infinite ones. We show here that θK/k,S(1) generates an easily described
submodule of J (K/k, S). Let e0 = e0(K/k, S) ∈ C[G] be the sum of the
idempotents corresponding to the characters χ ∈ Ĝ with r(χ) = 0. In fact,
e0 ∈ Q[G]: by Lemma 2.7, it is the Q[G]-determinant of the zero endomorphism
of X ⊗Z Q.

Proposition 2.8 θK/k,S(1) ∈ J (K/k, S). Further,

Z[G]θK/k,S(1) = e0J (K/k, S).

Proof. Choose any Q[G]-isomorphism f : O×K,S ⊗Z Q → X ⊗Z Q, and let
Ψ = {χ ∈ Ĝ | r(χ) = 0}. e0 ∈ If since the zero map certainly satisfies the
integrality condition in the definition of If . Also, for χ ∈ Ψ, Rf

χ = 1 and
L∗K/k,S(0, χ) = LK/k,S(0, χ) = χ̄(θK/k,S(1)), so that

κ(ϕG(Rf ))−1 =
∑

χ∈ĜrΨ

Rf (χ̄)−1eχ + θK/k,S(1)e0.

But since LK/k,S(0, χ) = 0 for χ ∈ ĜrΨ, θK/k,S(1)e0 = θK/k,S(1). This proves
that θK/k,S(1) ∈ J (K/k, S). To show that Z[G]θK/k,S(1) is all of e0J (K/k, S),
use the fact that for any endomorphism α of X ⊗Z Q, e0detQ[G](α) = e0.

When K/Q is cyclotomic of prime-power conductor and S consists of the
ramified places, e0 in Proposition 2.8 is the minus idempotent e− = 1

2 (1− c) for
complex conjugation. For a general cyclotomic field, this need not be the case
as there may exist odd characters χ for which LK/Q,S(0, χ) = 0.
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3 J (K/k, S) in a special case

In this section, we express J (K/k, S) in terms of the annihilator of a certain quo-
tient of O×K,S , under assumptions on the orders of vanishing of the L-functions of
the extension. The precise statement is in Theorem 3.6. This quotient involves
the so-called Stark elements, which in general exist only conjecturally, but which
are known to exist in some cases (in particular the case we will describe).

3.1 The conjecture St(K/k, S)

We define two Z[G]-submodules of O×K,S which these Stark elements are going
to lie in. Let e denote the number of roots of unity in K.

Definition 3.1 Uab
K/k = {u ∈ O×K,S | K(u1/e)/k is abelian}.

Definition 3.2 If v ∈ S splits completely in K/k, we define U (v) in two cases.
Namely:

(a) #S ≥ 3: U (v) = {u ∈ O×K,S | ‖u‖w′ = 1 for all w′ 6 | v}.
(b) #S = 2:

U (v) = {u ∈ O×K,S | ‖u‖w′ = ‖u‖w′′ for all w′, w′′ ∈ SKr{w|v}}.

For future reference, we give names to three hypotheses on the set S neces-
sary for the formulation of the conjecture concerning the Stark elements. They
are (St1), (St2) and (St3) as follows:

(St1) S contains (the infinite places and) the places which ramify in
K/k.

(St2) S contains at least one place which splits completely in K/k.
(St3) #S ≥ 2.

Remark. These conditions imply that r(χ) ≥ 1 for all χ ∈ Ĝ – use Lemma

2.7.

So, let S satisfy (St1), (St2) and (St3). For a place w of K in SK having triv-
ial decomposition group in G, the following conjecture for the triple (K/k, S, w)
will be referred to as St(K/k, S, w). (It can be found in [15, Ch.IV].)

Conjecture 3.3 Let v be the place of k below w. Then there is ε ∈ Uab
K/k∩U (v)

such that
log ‖ε‖σw = −eζ ′K/k,S(0, σ−1) for all σ ∈ G, (3.1)

i.e.
L′K/k,S(0, χ) = −1

e

∑

σ∈G

χ̄(σ) log ‖ε‖σw for all χ ∈ Ĝ, (3.2)

i.e. ∑

χ∈Ĝ

L′K/k,S(0, χ)eχ̄ = −1
e

∑

σ∈G

log ‖ε‖σwσ. (3.3)
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If an ε satisfying St(K/k, S,w) exists then it is necessarily unique up to a
root of unity in K. We therefore see that the triple (K/k, S,w) defines a class
in O×K,S/µ(K), where µ(K) denotes the roots of unity in K, and in fact any
element in this class satisfies the conjecture.

Definition 3.4 Suppose we have ε satisfying St(K/k, S, w). Then the class
εµ(K) will be denoted ε̄(K/k, S,w), and its elements will be called the Stark
elements attached to w.

The conjectures St(K/k, S,w), as w runs through all places in SK having
trivial decomposition group, are equivalent, and we call them all just St(K/k, S).

3.1.1 Stark units

Assume St(K/k, S) holds and let w be a place of K lying above S and having
trivial decomposition group in G. Then the Z[G]-submodule of O×K,S generated
by µ(K) and a Stark element for w is independent of the choice of w, and we
denote it E = EK/k,S . It will be called the group of Stark units for the pair
(K/k, S).

3.2 The assumption on (K/k, S)

We here discuss the assumption to be made on the pair (K/k, S) (extra to
the hypotheses (St1), (St2) and (St3) which are required for the formulation of
St(K/k, S)) in order to state and prove Theorem 3.6.

Proposition 3.5 Assume (St1), (St2) and (St3) hold, with v splitting com-
pletely in K/k and v′ ∈ Sr{v}, and let w|v and w′|v′. Suppose St(K/k, S) is
true and let ε ∈ ε̄(K/k, S, w). Then the following are equivalent:

(i) ε generates O×K,S ⊗Z Q freely over Q[G].
(ii) O×K,S ⊗Z Q ∼= Q[G].
(iii) w′ − w generates X freely over Z[G].
(iv) X ∼= Z[G].
(v) r(χ) = 1 for all χ ∈ Ĝ.

Proof. (i) ⇒ (ii) ⇒ (v) and (iii) ⇒ (iv) ⇒ (v) are immediate from Lemma
2.7. To finish the proof, we show (v) ⇒ (i) and (v) ⇒ (iii). We do these
simultaneously.

Assuming (v), we know first of all (from Lemma 2.7) that S has two elements,
i.e. S = {v, v′}. But we also know from Lemma 2.7 that X ⊗ZC ∼= C[G] and so

|G| = rk(X)
= #{places above v}+ #{places above v′} − 1
= |G|+ #{places above v′} − 1,

hence w′ is the unique place of K above v′. Thus we see already that w′ − w
necessarily generates X freely over Z[G], i.e. (iii) holds.
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To continue, by definition of the regulator map λ,

λ(ε) =
∑

σ∈G

log ‖ε‖σwσw + log ‖ε‖w′w
′.

Referring back to the statement of St(K/k, S, w) and noting that L′K/k,S(0, χ) =

L∗K/k,S(0, χ) for all χ ∈ Ĝ, we see then that

λ(ε) = −e
∑

χ∈Ĝ

L∗K/k,S(0, χ)eχ̄w + log ‖ε‖w′w
′,

and so for σ ∈ G,

λ(εσ) = −e
∑

χ∈Ĝ

χ̄(σ)L∗K/k,S(0, χ)eχ̄w + log ‖ε‖w′w
′. (3.4)

Now, suppose we have aσ ∈ Q for each σ ∈ G such that
∑

σ∈G εσ ⊗ aσ = 0 in
O×K,S⊗ZQ. Applying λ to both sides, we find using (3.4) that

∑
σ∈G aσχ(σ) = 0

for all χ ∈ Ĝ, i.e. aσ = 0 for all σ ∈ G. Since rk(O×K,S) = rk(X) = |G|, (i)
holds.

Now, the assumption we make on (K/k, S) is:

Assumption. (St1), (St2) and (St3) hold for S, and r(χ) = 1 for all χ ∈ Ĝ.

In particular r(1) = 1 so that #S = 2, and so by [15, Ch.IV, Prop.3.10],
St(K/k, S) holds automatically. Hence by Proposition 3.5, O×K,S ⊗Z Q and
X ⊗Z Q are free, rank 1 Q[G]-modules and we have natural choices for free
generators.

In looking for examples of pairs (K/k, S) satisfying the above assumption,
it is perhaps more convenient to use the following form of the assumption:
S contains the infinite and ramified places and equals {v, v′} where v splits
completely and v′ is non-split. We have the following examples: (We point
out that if (K/k, S) satisfies the assumption, then so does (E/k, S) for any
subextension E/k.)

(i) p an odd prime, k = Q, K = Q(ζpr )+, S = {∞, p}.
(ii) p an odd prime, k = Q, K/Q any finite subextension of the

cyclotomic Zp-extension of Q, S = {∞, p}.
(iii) p ≡ 3 mod 4, prime, k = Q(

√−p), K = Q(ζpr ), S = {v, p}
where v is the infinite place of k and p the unique place above
p.

We also remark that if we are already given an extension K/Q such that
(K/Q, S) satisfies the assumption, where S = {∞, p}, then (KF/F, SF ) will
also satisfy it for any imaginary quadratic field F such that p remains non-split
in KF . This will happen in particular whenever p is non-split in F and K/Q
has odd degree (as in example (ii) above).
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3.3 Description of J (K/k, S)

We emphasize that we proceed under the assumption (discussed in Section 3.2)
that S satisfies (St1), (St2) and (St3) and r(χ) = 1 for all χ ∈ Ĝ. As mentioned,
St(K/k, S) holds in this case and we choose v, v′, w, w′, ε as in Proposition 3.5.

Theorem 3.6 Let E be the group of Stark units attached to (K/k, S), i.e. the
Z[G]-submodule of O×K,S generated by ε and the roots of unity in K. Then

J (K/k, S) =
1
e
annZ[G](O×K,S/E).

To prove this, we choose a particular Q[G]-module isomorphism

f : O×K,S ⊗Z Q→ X ⊗Z Q,

namely the one which sends ε to w′ − w (which exists and is unique by our
assumption and Proposition 3.5), and look at If and κ(ϕG(Rf )). This will be
done in the following two lemmas.

Lemma 3.7 With f as above, ϕG(Rf ) = e, the number of roots of unity in K.

Proof. From the explicit description of λ(ε) given in the proof of Proposition
3.5, we obtain

λ ◦ f−1(w′ − w) = λ(ε)

= −e
∑

ψ∈Ĝ

L∗K/k,S(0, ψ)eψ̄w + log ‖ε‖w′w
′

= e
∑

ψ∈Ĝ

L∗K/k,S(0, ψ)eψ̄(w′ − w)

−e
∑

ψ∈Ĝ

L∗K/k,S(0, ψ)eψ̄w′ + log ‖ε‖w′w
′.

Now observe that if χ ∈ Ĝ and x ∈ X ⊗Z C, then λ ◦ f−1(eχx) = Rf
χ̄eχx. In

particular,

Rf
χ̄eχ(w′ − w) = λ ◦ f−1(eχ(w′ − w))

= eχ


e

∑

ψ∈Ĝ

L∗K/k,S(0, ψ)eψ̄(w′ − w)




−eχ


e

∑

ψ∈Ĝ

L∗K/k,S(0, ψ)eψ̄w′ + log ‖ε‖w′w
′




= eL∗K/k,S(0, χ̄)eχ(w′ − w)− (eL∗K/k,S(0, χ̄)− log ‖ε‖w′)eχw′.

However, eχw′ = 0 for χ ∈ Ĝr {1}, and from (3.2) in St(K/k, S,w),
log ‖ε‖w′ = eL∗K/k,S(0, 1). Therefore Rf

χ = eL∗K/k,S(0, χ) for all χ ∈ Ĝ.
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Lemma 3.8 With f as above, If = annZ[G](O×K,S/E).

Proof. Since X ⊗Z Q is free on one generator, If takes the simpler form

If = {α ∈ Q[G] | αf(O×K,S) ⊆ X}.

Denote by U ′ and E ′ the images of O×K,S and E resp. in O×K,S⊗ZQ, and observe
that f maps E ′ isomorphically onto X.

Suppose α ∈ If and take u ∈ O×K,S . f(α(u ⊗ 1)) = αf(u ⊗ 1) ∈ X, and
hence α(u ⊗ 1) ∈ E ′. Therefore αU ′ ⊆ E ′. Conversely, if αU ′ ⊆ E ′ then given
u ∈ O×K,S αf(u⊗ 1) = f(α(u⊗ 1)) ∈ X. We have so far shown, therefore, that

If = {α ∈ Q[G] | αU ′ ⊆ E ′}.

Now, if αU ′ ⊆ E ′ then in particular α(ε⊗ 1) ∈ E ′, and so α(ε⊗ 1) = β(ε⊗ 1)
for some β ∈ Z[G]. But then as ε⊗ 1 generates O×K,S ⊗Z Q freely over Q[G], we
must have α = β ∈ Z[G]. Hence

If = annZ[G](U ′/E ′) = annZ[G](O×K,S/E).

Combining Lemmas 3.7 and 3.8, we have proved Theorem 3.6.

4 Examples of J (K/k, S)

We describe J (K/k, S) in three related cases, and compare them with each
other. We fix for the whole section the following notation: p is an odd prime, n
a positive integer, ζ a primitive pnth root of unity in Q̄ and K = Q(ζ). K+ will
denote the maximal totally real subfield of K, and we have the Galois groups
G = Gal(K/Q) and G+ = Gal(K+/Q). S will be the set {∞, p} of places of Q.

4.1 Q(ζpn)+/Q
The following example is worked out in [15, Ch.III, Section 5]. If w is the infinite
place of K+ arising from the embedding ζ+ζ−1 7→ exp(2πi/pn)+exp(−2πi/pn),
then ε̄(K+/Q, S, w) = {±(1− ζ)(1− ζ−1)}. Hence the group E+ of Stark units
in K is generated over Z[G+] by −1 and ε = (1 − ζ)(1 − ζ−1). Because this is
an important example, we state Theorem 3.6 in this special case:

Proposition 4.1 J (K+/Q, S) = 1
2annZ[G+](O×K+,S/E+).

We interpret Proposition 4.1 in terms of the cyclotomic units C of K+. [17,
Lemma 8.1] gives the following set of generators for C:

{−1} ∪
{

ξa = ζ(1−a)/2 1− ζa

1− ζ
| 1 < a <

1
2
pn, p 6 | a

}
.

12



The equation

ξ2
a =

(1− ζa)(1− ζ−a)
(1− ζ)(1− ζ−1)

(4.1)

shows that the cyclotomic units in K+ are closely related to the Stark units.

Definition 4.2 Let U(p) = O×K+,S ⊗Z Zp and E+(p) = E+ ⊗Z Zp.

Proposition 4.3

J (K+/Q, S) ∩ Z[G+] = annZ[G+](O×K+/C)

and J (K+/Q, S) ⊆ annZp[G+](U(p)/E+(p)).

Proof. The second part comes directly from Proposition 4.1, and the first
part uses (4.1).

4.2 Q(ζpn)/Q
Observe that the orders of vanishing of the L-functions LK/Q,S(s, ψ) are given
by

r(ψ) =
{

1 if ψ ∈ Ĝ is even
0 if ψ ∈ Ĝ is odd.

This shows that X ⊗Z Q ∼= e+Q[G] where e+ = 1
2 (1 + c) is the +-idempotent

for complex conjugation c ∈ G. We will also use the notation e− = 1
2 (1− c).

Let w be the place of K arising from the embedding ζ 7→ exp(2πi/pn), and
w′ the unique place of K above p. Then there is a Q[G]-module homomorphism
f : O×K,S ⊗Z Q→ X ⊗Z Q such that

f(1− ζ) = w′ − w, (4.2)

and it is necessarily unique. Furthermore, f is an isomorphism.

Lemma 4.4 With f as in (4.2),

κ(ϕG(Rf ))−1 =
1
2
e+ + θK/Q,S(1)

(
=

1
2
e+ + θK/Q,S(1)e−

)
.

Proof. This is little more than a combination of the techniques found in
Proposition 2.8 and Lemma 3.7.

The following lemma gives a nicer form for If , with f as above.

Lemma 4.5 With f as in (4.2), If is the Z[G]-submodule of Q[G] generated
by {αe+ + e− | α ∈ annZ[G](O×K,S/E)}, where E is the Z[G]-submodule of O×K,S

generated by 1− ζ.

13



Proposition 4.6 J (K/Q, S) is the Z[G]-submodule of Q[G] generated by
{

1
2
αe+ + θK/Q,S(1) | α ∈ annZ[G](O×K,S/E)

}
.

Proof. Use Lemmas 4.4 and 4.5.

4.2.1 Comparison of J (K/Q, S) and J (K+/Q, S).

Using the descriptions of J (K/Q, S) and J (K+/Q, S) that we found in Propo-
sitions 4.1 and 4.6 resp., we are able to give an example of the naturality of the
fractional ideal under passing to quotients.

Proposition 4.7 With notation as above, J (K+/Q, S) is the image of J (K/Q, S)
under the natural map Q[G] → Q[G+].

4.3 Q(ζpn)/Q(
√−p), p ≡ 3 mod 4

Assume p is a prime congruent to 3 mod 4, so that K = Q(ζ) contains the
imaginary quadratic field k = Q(

√−p), and let H = Gal(K/k). We let Sk be
the set of places of k lying above those in S. Of course, Sk consists exactly of
the infinite place of k and the unique place p above p. Let w be the infinite
place of K arising from the embedding ζ 7→ exp(2πi/pn), and w+ its restriction
to the maximal real subfield K+ of K.

Definition 4.8 Define the element θ̃K/Q,S ∈ Q[H] by

θ̃K/Q,S =
∑

σ∈H

ζK/Q,S(0, σ)σ−1.

This “half Stickelberger element” is obtained from the usual Stickelberger
element θK/Q,S(1) by keeping only those terms corresponding to elements of the
index two subgroup H of G.

Proposition 4.9 Let θ̃ = θ̃K/Q,S be as in Definition 4.8, and e the number of
roots of unity in K. Then (1−ζ)eθ̃ is a Stark element for the triple (K/k, Sk, w).

Proof. We show that (1 − ζ)eθ̃ satisfies (3.2). (This is sufficient because p
is totally ramified in K/k, so that U (∞) is all of O×K,S .) So, take χ ∈ Ĥ and
let χ1 be the corresponding character of G+ and χ2 the non-trivial extension
of χ to G. Then by Frobenius reciprocity together with the inflation/induction
properties of L-functions,

L′K/k,Sk
(0, χ) = L′K+/Q,S(0, χ1)LK/Q,S(0, χ2). (4.3)

14



By what we know about Stark units in the extension K+/Q (recall the beginning
of Section 4.1),

L′K+/Q,S(0, χ1) = −1
2

∑

σ∈H

χ̄(σ) log ‖1− ζ‖σw.

On the other hand, LK/Q,S(0, χ2) is just equal to 2
∑

σ∈H ζK/Q,S(0, σ)χ(σ).
Substituting these expressions into (4.3) gives

L′K/k,Sk
(0, χ) = −1

e

∑

σ∈H

χ̄(σ) log ‖(1− ζ)eθ̃‖σw,

which is what we wanted.

Using Theorem 3.6 and Proposition 4.9, we now have:

Proposition 4.10 J (K/k, Sk) = 1
eannZ[H](O×K,S/Ẽ), where Ẽ is the Z[H]-

submodule of O×K,S generated by ζ and (1− ζ)eθ̃.

4.4 Comparison of J (K/k, Sk) and J (K+/Q, S)

We continue with the notation of Section 4.3, and emphasize that p ≡ 3 mod 4.
Since restriction H → G+ identifies the Galois groups H and G+, we can
consider Q[G+] as a Z[H]-submodule of Q[H]. Therefore we can think of
J (K+/Q, S) as lying inside Q[H]. Let E+ be the Z[H]-submodule of O×K+,S

generated by −1 and ε = (1− ζ)(1− ζ−1), and Ẽ the Z[H]-submodule of O×K,S

generated by ζ and (1− ζ)eθ̃.

Proposition 4.11

J (K/k, Sk) = 2θ̃J (K+/Q, S), (4.4)

where θ̃ = θ̃K/Q,S is the “half Stickelberger element” of Section 4.3. Equiva-
lently,

annZ[H](O×K,S/Ẽ) = eθ̃annZ[H](O×K+,S/E+), (4.5)

where e is again the number of roots of unity in K.

Proof. (Proposition 4.11) The equivalence of (4.4) and (4.5) is just Theorem
3.6. The inclusion “⊇” in (4.5) is almost immediate when one recalls that
E+/tors is generated by (1− ζ)(1− ζ−1) while Ẽ/tors is generated by (1− ζ)eθ̃.
The other inclusion is obtained by observing that θ̃ is invertible.
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4.5 Comparison of J (K/Q, S) and J (K/k, Sk)

We again assume p ≡ 3 mod 4, and continue with the above notation. The
above work allows us to provide an example of the naturality of the fractional
ideal under passing to subgroups. It is akin to the base change for Stickelberger
elements described in [8]. Indeed let βG

H be the element β(0) appearing in [8,
Prop.1]. We find that in our case, βG

H = (1+ c)θ̃, and then Propositions 4.7 and
4.11 easily give

Proposition 4.12 Let πH : Q[G] → Q[H] be the ring homomorphism obtained
by extending linearly the projection G → H arising from the decomposition
G = H〈c〉. Then

J (K/k, Sk) = πH(βG
HJ (K/Q, S)).

5 Connection with class-groups

As mentioned in Section 1, Snaith constructs (in [13]) Z[G]-submodules J r(K/k)
of Q[G] for abelian extensions K/k satisfying the Stark conjecture at r < 0. In
[12], however, he had already constructed J r(K/Q) when K is the maximal
totally real subfield of a cyclotomic extension of Q. Further, in the same paper
he showed ([12, Theorem 1.8]) that the intersection of J r(K/Q) with the `-adic
group-ring Z`[G] (` an odd prime) lies in the annihilator of a certain étale co-
homology group when r < 0 is even. The methods used in the proof of ([12,
Theorem 1.8]) work in the setting of the fractional ideal J (K/k, S) defined in
Section 2 when k = Q and K is the maximal totally real subfield of a cyclotomic
extension of Q having `-power conductor. In this case, the étale cohomology be-
comes the `-part of the class-group of K. This section will give an idea of the
methods employed in the proof of [12, Theorem 1.8], but with emphasis on the
r = 0 setting that we need.

5.1 Perfect complexes

If R is a ring, then a chain complex of R-modules is said to be perfect if it is
bounded and the modules making up the complex are finitely generated and
projective. Suppose we have an abelian group G and a prime `, and that we
have a perfect complex F• of Z`[G]-modules, all of whose homology groups are
finite. Then we can form an isomorphism

⊕

j

F2j ⊗Z`
Q` →

⊕

j

F2j+1 ⊗Z`
Q` (5.1)

using the exact sequences

0 → Bi(F•) → Zi(F•) → Hi(F•) → 0 (5.2)

and
0 → Zi+1(F•) → Fi+1 → Bi(F•) → 0. (5.3)
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One uses that (5.3) splits after tensoring with Q`, and (5.2) gives isomorphisms
Bi(F•) ⊗Z`

Q`
∼= Zi(F•) ⊗Z`

Q`. For details of how the isomorphism is con-
structed, see [12, Section 2].

The determinant of the isomorphism in (5.1) is known to be well-defined
up to Z`[G]×, i.e. if different splittings are chosen then the determinant will
change by an element of Z`[G]× (see [14, Ch.15]). We denote the class of the
isomorphism in Q`[G]×/Z`[G]× by det(F•).

In fact, this works more generally. Z`[G] and Q`[G] can be replaced by
any commutative rings R ⊆ S, and F• by a perfect complex of R-modules
which becomes exact on tensoring with S, though we must now assume that the
projectives in F• are in fact free. Then in the same way we obtain an element
det(F•) ∈ S×/R×. Further, the R-submodule of S that det(F•)−1 generates
(note the inverse) is equal to DR(F•), where DR is the determinant functor
introduced in [3].

The following proposition is [12, Cor. 2.11].

Proposition 5.1 Let G be a finite abelian group, ` a prime, and suppose that
F• is a perfect complex of Z`[G]-modules with finite homology in degrees 0 and
1 and zero homology elsewhere. Then if Hom(H1(F•),Q`/Z`) is cyclic as a
Z`[G]-module, we have the containment

det(F•)−1annZ`[G](H1(F•)) ⊆ annZ`[G](H0(F•)).

This is a special case of a more general theorem, namely [12, Theorem 2.4].
Proposition 5.1 as stated is sufficient for our purposes.

5.2 The complex Cm

In [1, Section 5], Burns and Greither construct the complex Cm of Λm-modules.
We will not review the construction here, but suffice it to say that it arises as
the mapping cone of a map into an étale complex, and its cohomology groups
are not difficult to describe. Let U∞

m be the inverse limit (with respect to the
norm maps) of the modules O×Ln

m,S⊗ZZ`, and let εm ∈ U∞
m be Soulé’s cyclotomic

element:
εm = ((1− ζ`−n

m ζ`n+1)(1− ζ−`−n

m ζ−1
`n+1))n.

We also let Xn
m be the kernel of the degree map on the free Z`-module on the

set of finite places of Ln
m above those in S. Restriction of places gives maps

Xn
m → Xn−1

m , and we denote the projective limit by X∞
m .

Proposition 5.2 The complex Cm of Λm-modules is acyclic outside degrees 1
and 2, and we have:

(i) H1(Cm) ' U∞
m /Em where Em is the Λm-submodule of U∞

m generated by
εm.

(ii) There is a canonical short exact sequence

0 → Cl∞` → H2(Cm) → X∞
m → 0.
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For the proof, see [1, Section 5.1].
Using Proposition 5.2 one deduces that Cm becomes exact after tensoring

with the total quotient ring Q(Λm) of Λm. Hence, by the discussion in Section
5.1, we can take its determinant det(Cm) ∈ Q(Λm)×/Λ×m, and by [1, Theorem
6.1],

Λmdet(Cm)−1 = Λm(e+ + e−gm) (5.4)

where gm is the limit of the elements gn
m = −θLn

m,S(1). (By [1, (26)], gm does
indeed lie in Q(Λm).)

5.3 Working at the finite level

As explained in [12, p.563], after modifying Cm slightly if necessary we may
assume that it is a bounded complex of finitely generated free modules. Consider
now the “finite-level” complex Cn

m = Cm ⊗Λm
Z`[Gn

m]. Using [12, pp.573-575],
one finds that the cohomology groups are described as follows: Cn

m is acyclic
outside degrees 1 and 2, and there are exact sequences

0 → En
m → O×Ln

m,S ⊗Z Z` → H1(Cn
m) → 0 (5.5)

0 → Cl(OLn
m,S)⊗Z Z` → H2(Cn

m) → Xn
m → 0, (5.6)

where En
m is the Z`[Gn

m]-submodule of O×Ln
m,S⊗ZZ` generated by (1−ζmpn+1)(1−

ζ−1
mpn+1).

Now let us take m = 1. In this case Xn
1 = 0 so that H2(Cn

1 ) is finite, and by
[17, Ch.8] the submodule En

m of O×Ln
1 ,S⊗ZZ` has finite index. Therefore in order

to apply Proposition 5.1, it would remain to check that Hom(H1(Cn
1 ),Q`/Z`)

is cyclic as a Z`[Gn
1 ]-module. In fact, as explained in [12, pp.575,576], this is

the case if we replace Cn
1 by Cn,+

1 , the complex obtained by taking plus-parts
for complex conjugation. Proposition 5.1 then says

det(Cn,+
1 )−1annZ`[G

n,+
1 ](U

n,+/En,+) ⊆ annZ`[G
n,+
1 ](Cl(OLn,+

1 ,S)⊗Z Z`) (5.7)

where Un,+ = O×
Ln,+

1 ,S
⊗Z Z` and En,+ is the Z`[G

n,+
1 ]-submodule of Un,+

generated by (1− ζ`n+1)(1− ζ−1
`n+1).

If we had a natural map

Q(Λ1)×/Λ×1 → Q`[Gn
1 ]×/Z`[Gn

1 ]×, (5.8)

then by the naturality of the construction of det(C1) and det(Cn
1 ), the latter

would be the image of the former under this map. However, the projection
Λ1 → Z`[Gn

1 ] does not pass to total quotient rings and so the map in (5.8) does
not exist.
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5.3.1 Never-divisors-of-zero

This problem is solved by considering the set of so-called never-divisors-of-zero
in Λ1. This is defined to be the multiplicative subset of Λ1 consisting of all those
elements in Λ1 whose image in Z`[Gn

1 ] is a non-zero-divisor for all n. We let
Q̃(Λ1) be the localization of Λ1 at the never-divisors-of-zero, and observe that
Q̃(Λ1) is a subring of Q(Λ1).

Now, using [12, Prop.4.5], [5, Prop.4.4] and the discussion in [12, p.561],
one finds that Cm ⊗Λ1 Q̃(Λ1) is exact. The naturality of the det construc-
tion in Section 5.1 then shows that det(Cn

1 ) is the image of det(Cm) under
Q̃(Λ1)×/Λ×1 → Q`[Gn

1 ]×/Z`[Gn
1 ]×. Referring back to (5.4), we therefore see

that
det(Cn

1 )−1 = e+ + e−gn
1 mod Z`[Gn

1 ]×, (5.9)

where (by abuse of notation) e+ and e− refer to idempotents for complex con-
jugation in Z`[Gn

1 ].

5.4 The annihilator theorem

Consider again the complex Cn,+
1 obtained by taking invariants under complex

conjugation. (5.9) shows that the determinant det(Cn,+
1 ) of Cn,+

1 is equal to 1.
Since the unique prime of Ln

1 above ` is principal (generated by (1− ζ`n+1)(1−
ζ−1
`n+1)), [4, Prop.11.6] gives

annZ`[Gn
1 ](Cl(OLn

1 ,S)⊗Z Z`) = annZ`[Gn
1 ](Cl(Ln

1 )⊗Z Z`),

so (5.7) becomes

annZ`[G
n,+
1 ](U

n,+/En,+) ⊆ annZ`[G
n,+
1 ](Cl(Ln,+

1 )⊗Z Z`).

Let us state this in tidier notation. We emphasize that we have fixed an odd
prime `.

Theorem 5.3 Let K+ be the maximal totally real subfield of the cyclotomic
field K = Q(ζ`n+1) for some n ≥ 0, G+ = Gal(K+/Q), and S the set {∞, `} of
places of Q. If E+(`) is the Z`[G+]-submodule of U(`) = O×K+,S⊗ZZ` generated
by (1− ζ`n+1)(1− ζ−1

`n+1), then

annZ`[G+](U(`)/E+(`)) ⊆ annZ`[G+](Cl(K+)⊗Z Z`).

Remark. Although Vandiver’s conjecture predicts the `-part of Cl(K+) to be

trivial, the techniques used here (as mentioned in Section 1) are hoped to be

applicable to more general fields.

It is now an easy consequence, using Proposition 4.3, that the following holds
(adopting the notation A` = A⊗Z Z` for any abelian group A):

Corollary 5.4 Let K+ and S be as in Theorem 5.3. Then

J (K+/Q, S) ⊆ annZ`[G+](Cl(K+)`).
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We can also use Theorem 5.3, together with Stickelberger’s Theorem, to
prove

Corollary 5.5 Let K = Q(ζ`n+1) and S as in Theorem 5.3. Then

annZ`[G](µ(K)`)J (K/Q, S) ⊆ annZ`[G](Cl(K)`).

Proof. An element of the left-hand side looks like β(1
2αe+ + θ) where β ∈

annZ`[G](µ(K)), α ∈ annZ[G](O×K,S/EK/Q,S), and θ is the Stickelberger element
θK/Q,S(1). However, βθ annihilates Cl(K)` so we consider simply 1

2βαe+, or,
what is more, just αe+.

Now, Cl(K)` = Cl(K)+` ⊕ Cl(K)−` , and we need only worry about the plus
part. But this is canonically isomorphic to Cl(K+)`, and then Theorem 5.3
gives us what we need.
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