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PERSISTENCE AND PROPAGATION OF A PDE AND
DISCRETE-TIME MAP HYBRID ANIMAL MOVEMENT MODEL

WITH HABITAT SHIFT DRIVEN BY CLIMATE CHANGE∗

ZHENKUN WANG† AND HAO WANG‡

Abstract. Persistence or extinction of moving animal species is a fundamental question in
spatial ecology. This paper focuses on the impact of habitat shift driven by climate change on the
persistence and propagation of a population with birth pulse. We first present a class of impulsive
reaction-diffusion models with heterogeneous nonlinear reaction in high-dimensional space and study
their threshold dynamics. We provide the persistence criterion of the system in bounded domains,
and prove the existence, uniqueness, and global attraction of a positive steady state. Then we extend
the results from bounded domains to the whole space. Our results indicate how the speed of the
shifting habitat edge and impulsive reproduction (or harvesting) rate determine the persistence and
extinction of the population. Numerical simulations are presented to illustrate the theoretical results.
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1. Introduction. Climate change caused by the greenhouse effect and environ-
mental pollution has become a global crisis, which poses a major threat to many living
organisms and ecosystems. Evidence has been accumulated to illustrate species ex-
tinctions driven by global climate change [1, 2, 3]. Spatial distributions of persistent
species at the continental scale are partly driven by climate change [4]. Adapting
to the environmental change, many species have shifted from low latitudes to high
latitudes, or from low elevations to high elevations [5, 6].

The pioneering work to address climate-driven habitat shift in spatial ecological
models was proposed by Potapov and Lewis in [7]. The reaction-diffusion equation is
described by

(1.1) ut = uxx + f(x− ct, u), x ∈ R,

where c > 0 is the shifting speed of the environment due to global climate change. It
has been used to study the effect of climate change on the dispersal and evolution of
species. Recently, the effect of climate change on the survival of ecological species has
attracted a great deal of attention (e.g., [8, 9, 10, 11] and the references therein). In
[8, 9, 10, 11], the authors discussed the persistence and propagation of a species under
shifting habitat for a scalar reaction-diffusion equation. They presented a critical
threshold for the shifting speed, namely, below this threshold the species survives and
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IMPULSIVE PDE MODEL WITH HABITAT SHIFT 2609

above it the species goes extinct. The same problem was studied in the framework of
integrodifference equations, in which time is assumed to be discrete and dispersion is
nonlocal [12, 13, 14, 40]. Berestycki and Rossi [9] extended the results of [8] to high
dimension n and to a greater generality in the assumptions on f . They studied the
following higher-dimensional models of (1.1):

(1.2) ∂tu = ∆u+ f(x− cte, u), t > 0, x ∈ Rn,

where f : Rn × [0,+∞) → R, c > 0, and e ∈ Rn. They established a necessary and
sufficient condition for the existence of traveling wave solutions, that is, solutions of
the type u(x, t) = U(x − cte). The sign of the generalized principal eigenvalue λ1 of
an associated linear elliptic operator in Rn has become the criterion to judging the
existence of traveling wave solutions. With this criterion, they completely described
the large time dynamics for this equation.

Remarkably, many species (e.g., fishes, birds, or large mammals) give birth only
at a particular time of each year. Such species have a birth pulse, that is, repro-
duction takes place in a fixed short time period each year. Between birth pulses,
mortality takes place and the population decreases. The population dynamics are
generated by a composition of a discrete-time map and a PDE operator. PDE and
discrete-time map hybrid models can be considered as a description for a seasonal
birth pulse plus nonlinear mortality and dispersal throughout the year. Alternatively,
they can describe seasonal harvesting plus nonlinear birth and mortality as well as
dispersal throughout the year. In recent years such impulsive reaction-diffusion mod-
els without habitat shift have been studied in [15, 16, 17, 18, 19]. Considering the
high-dimensional space, Fazly, Lewis, and Wang [18, 19] developed a general impulsive
reaction-diffusion-advection equation model to describe the population dynamics of
species with different reproductive and diffusion stages. When boundary conditions
are hostile, they provided critical domain size results for the extinction or persistence
of a species depending on the size and geometry of the domain. In the entire space
Rn, they provided an explicit formula for the spreading speed of propagation in any
direction e ∈ Rn in terms of the same set of model parameters used for computing
critical domain sizes and extreme volume sizes, and proved the existence of mono-
stable traveling wave solutions. Recently, Wu and Zhao [20] extended the relevant
conclusions to an impulsive integrodifferential equation model.

This paper focuses on the effects of habitat shift driven by climate change on
propagation and persistence of a population with birth pulse. We first present the
PDE and discrete-map hybrid model with habitat shift:

∂tũ
(m) = ∆ũ(m) + f(x̃− cte, ũ(m)), (x̃, t) ∈ Rn × (0, 1],

ũ(m)(x̃, 0) = g(Nm(x̃)), x̃ ∈ Rn,

Nm+1(x̃) = ũ(m)(x̃, 1), x̃ ∈ Rn.

(1.3)

The dynamics in the dispersal stage is described by a nonlinear reaction-diffusion
equation in an unbounded domain. By the change of variable u(t, x) = ũ(t, x̃ + cte),
the system

(1.4) ut = ∆u+ ce · ∇u+ f(x, u), t > 0, x ∈ Rn, n ≥ 1, c ≥ 0,

is equivalent to the system

∂tũ = ∆ũ+ f(x̃− cte, ũ), t > 0, x̃ ∈ Rn.
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2610 ZHENKUN WANG AND HAO WANG

Therefore, if we study the dynamic behaviors of the system (1.3), we only need to
investigate the following system:

u
(m)
t = ∆u(m) + ce · ∇u(m) + f(x, u(m)), (x, t) ∈ Rn × (0, 1],

u(m)(x, 0) = g(Nm(x)), x ∈ Rn,

Nm+1(x) = u(m)(x, 1), x ∈ Rn.

(1.5)

In this paper, all notations are the same as in [18]. The population of a species at the
beginning of year m is denoted by Nm(x). We study the dynamics of a population
at the beginning of a reproductive (or harvesting) stage within a year. We use g to
describe the population density at the end of a reproductive (or harvesting) stage as
a function of the population density at the beginning of the stage. At the end of this
year the density u(m)(x, 1) provides the population density for the start of year m+1,
denoted by Nm+1(x). For convenience, we rewrite the above mathematical model as

ut = ∆u+ ce · ∇u+ f(x, u), (x, t) ∈ Rn × (0, 1],

u(x, 0) = g(Nm(x)), x ∈ Rn,
Nm+1(x) = u(x, 1), x ∈ Rn.

(1.6)

The system (1.6) defines a recurrence relation for Nm(x) as

(1.7) Nm+1(x) = Q̂[Nm(x)] = Q1 ◦ g[Nm(x)] for x ∈ Rn,

where Q1 is the time-one solution map of the evolution system ut = ∆u + ce · ∇u +
f(x, u) and an operator Q̂ depends on e, f, g. Note Nm+1 = Q̂[Nm(x)] = Q̂m+1[N0],
where Q̂m+1 is the (m+ 1)th iteration of Q̂.

To analyze the dynamic behaviors of (1.6), we make the following assumptions
throughout the paper.
(H1) The nonlinearity f(x, u) ∈ C1+γ(Rn × R+,R) satisfies the following assump-

tions:
H1.1 f(x, 0) = 0, fu(x, 0) 6≡ 0 for x ∈ Rn; ∃M > 0 such that f(x, u) ≤

0 for u ≥M and for x ∈ Rn;
H1.2 u 7→ f(x, u)/u is strictly decreasing for x ∈ Rn;
H1.3 ∃δ > 0 such that u 7→ f(x, u) ∈ C1([0, δ]), uniformly for x ∈ Rn,

u 7→ f(x, u) is locally Lipschitz continuous, uniformly for x ∈ Rn.
(H2) The function g satisfies the following assumptions:

H2.1 g(N) is continuous for N ≥ 0, g(0) = 0, g′(0) > 0, g(N) > 0 for N > 0,
and g(N) is nondecreasing for N > 0;

H2.2 g(N)/N is nonincreasing for N, and there exists N̄ > 0 such that
g(N̄) ≤ N̄ ;

H2.3 N 7→ g(N) is locally Lipschitz continuous, uniformly for N ∈ R+.
(H3) There exist real numbers G > 0, F > 0, σg > 0, σf > 0, νg > 1, and νf > 1 such

that g(N) ≥ g′(0)N −GNνg for 0 ≤ N ≤ σg, and f(x, u) ≥ fu(x, 0)u−Fuνf
for 0 ≤ u < σf .

Unlike [18, 19], we choose f(x, u) as a heterogeneous type of nonlinearity. In
this paper, we assume that r(x) := fu(x, 0) is a bounded function and monotoni-
cally increasing in some direction, and the value of r(x) reflects the amount of avail-
able resources at x. The assumptions (H1)–(H3) essentially limit consideration to
nonlinearity of the form uf(x, u). A typical example of f satisfying (H1)–(H3) is
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f(x, u) = u(r(x)−u). In addition, the monotonicity of the function r(x) ∈ Cγ(Rn,R)
usually expresses monotonicity in the direction e. For example, for any x, y ∈ Rn,
e · (y − x)(r(y) − r(x)) > 0 is established, and we call the function r(x) a monotone
increasing function (in the direction e).

The rest of this paper is organized as follows. In section 2, we present some pre-
liminary lemmas. In section 3, we use the method of upper and lower solutions to
discuss the threshold dynamics for system (1.6) in a bounded or unbounded domain.
In section 4, we give some numerical simulations to illustrate our analytic results. In
section 5, we summarize the main findings and propose some future research direc-
tions.

2. Preliminaries. In order to derive the main results, we enumerate some clas-
sical properties of a class of semilinear elliptic problems. Here, we consider the form
of a general linear elliptic operator,

Lu = aij(x)∂iju+ bi(x)∂iu+ c(x)u

in general domains Ω ⊂ Rn. We assume that aij , bi, c : Ω → R are bounded and the
matrix field (aij) is continuous, symmetric, and uniformly elliptic, that is

a|ξ|2 ≤ aij(x)ξiξj ≤ a|ξ|2 ∀x ∈ Ω, ξ ∈ Rn

for some constants 0 < a ≤ a. An operator L is a self-adjoint operator, which means
that it has the form

Lu = ∂i (aij(x)∂ju) + c(x)u

with aij uniformly Lipschitz continuous.
In this paper, we will use some results on two generalized principal eigenvalues of

a linear elliptic operator −L in a domain Ω ⊂ Rn (Ω may be Rn); see [23] and [24].
These two definitions are as follows:

λ1(−L,Ω) := sup
{
λ ∈ R|∃φ ∈ C2(Ω) ∩ C1

loc(Ω), φ > 0 and (L+ λ)φ ≤ 0 in Ω
}
,

λ′1(−L,Ω) := inf
{
λ|∃φ ∈ C2(Ω) ∩ C1

loc(Ω̄) ∩W 2,∞(Ω) , φ > 0 and − (L+ λ)φ ≤ 0

in Ω, φ = 0 on ∂Ω if ∂Ω 6= ∅}.

In the absence of confusion, we may abbreviate the above eigenvalues as λ1 and λ
′

1,
respectively. We recall that the Dirichlet principal eigenvalue of −L in Ω is the unique
real number λΩ such that the problem{

−LϕΩ = λΩϕΩ in Ω,
ϕΩ = 0 on ∂Ω,

admits a positive solution ϕΩ (called the Dirichlet principal eigenfunction, which is
unique up to scalar multiplication).

The following technical lemmas play a fundamental role.

Lemma 2.1 (see [29, Theorem 1.7, Propositions 2.3 and 2.5]).
1. If Ω is smooth, then λ

′

1(−L,Ω) ≤ λ1(−L,Ω).
2. If Ω is bounded and smooth, then λΩ = λ1(−L,Ω) = λ

′

1(−L,Ω).
3. For a fixed Ω ⊂ Rn and assuming that a1(x) ≥ a2(x) for all x ∈ Ω. Then
λ1(−L+ a1,Ω) ≥ λ1(−L+ a2,Ω).
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2612 ZHENKUN WANG AND HAO WANG

4. Let Ω be a general domain in Rn and (Ωn)n∈N be a sequence of nonempty open
sets such that Ωn ⊂ Ωn+1,

⋃
n∈N Ωn = Ω. Then λ1(−L,Ωn) ↘ λ1(−L,Ω)

as n→ +∞. Furthermore, there exists a function ϕ > 0 such that

−Lϕ = λ1(−L,Ω)ϕ in Ω.

5. Let L be self-adjoint and Ω be a general domain in Rn. Then we have

λ1(−L,Ω) = inf
φ∈H1

0 (Ω)

∫
Ω

(
aij(x)∂iφ∂jφ− c(x)φ2

)∫
Ω
φ2

.

Back to the system (1.6), we set

Lw = ∆w + ce · ∇w + fu(x, 0)w

and

L̃w := ∆w +
(
fu(x, 0)− c2/4

)
w.

From the definition of the generalized principal eigenvalue and the Liouville transfor-
mation, we obtain the following lemma.

Lemma 2.2 (see [9, Proposition 2]). For any domain Ω in Rn the following
identity holds:

λ1(−L̃,Ω) = λ1(−L,Ω).

Note the operator L0w := 4w + fu(x, 0)w and set λ0 := λ1(−L0,Rn). Then we
define critical speed c0 as

(2.1) c0 :=

{
2
√
−λ0, λ0 < 0,
0, λ0 ≥ 0.

By Lemma 2.2, we have

λ1(−L,Rn) = λ1

(
−L0 +

c2

4
,Rn

)
= λ0 +

c2

4
.

3. Threshold dynamics. Inspired by [7], using the moving coordinate trans-
formation, x 7→ x−cte, we can transform the study of the dynamic behavior of system
(1.3) in an evolution (unbounded) domain Ω(t) into system (1.6) with advection in
the fixed (bounded) space domain Ω. So this section will start with the study of
persistence criteria in a bounded domain. It should be noted that the solutions of
(1.6) are not equivalent to those of the original system (1.3) in an unbounded do-
main. However, the associated system has the same persistence conditions and the
same well-posedness of solutions as the original system.

The purpose of this section is to study the persistence criterion for (1.6), namely,
the criterion classifying the global dynamics of (1.6). We first treat successively the
existence of a positive steady state of (1.6), its uniqueness, and global attractivity.
Then we generalize the conclusions from bounded domains to whole space. Last,
we discuss the impact of the shifting speed c on the propagation and persistence of
species.
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3.1. Persistence criterion in a bounded domain Ω. In this subsection, we
consider the following impulsive reaction-diffusion model on a bounded domain with
Dirichlet boundary condition to explore persistence versus extinction:

(3.1)


ut = ∆u+ ce · ∇u+ f(x, u), (x, t) ∈ Ω× (0, 1],
u(x, t) = 0, (x, t) ∈ ∂Ω× (0, 1],
u(x, 0) = g (Nm(x)) , x ∈ Ω,
Nm+1(x) := u(x, 1), x ∈ Ω,

where Ω is a bounded smooth domain in Rn, and ∂Ω ∈ C2+γ .
The system (3.1) defines a recurrence relation for Nm(x) as

(3.2) Nm+1(x) = Q̂[Nm(x)] = Q1 ◦ g[Nm(x)] for x ∈ Ω,

where Q1 is the time-one solution map of the evolution system ut = ∆u + ce · ∇u +
f(x, u) for x ∈ Ω. We proceed by linearizing model (3.1) at zero in the bounded
domain: 

ut = ∆u+ ce · ∇u+ fu(x, 0)u, (x, t) ∈ Ω× (0, 1],

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, 1],

u(x, 0) = g′(0)Nm(x), x ∈ Ω,

Nm+1(x) = u(x, 1), x ∈ Ω.

(3.3)

Let S1 be the time-one solution map of the linear evolution system

ut = ∆u+ ce · ∇u+ fu(x, 0)u, x ∈ Ω.

Then Nm(x) of model (3.3) satisfies the recursion system

(3.4) Nm+1(x) = S1 [g′(0)Nm(x)] = Ŝ [Nm(x)] , x ∈ Ω,∀m ≥ 0,

where Ŝ = S1 ◦ g′(0).
It is assumed that u0, v0 are nonnegative continuous functions and u0(x) ≥ v0(x)

for all x ∈ Ω. We use Qt[u0] and Qt[v0] to represent the solutions of ut = ∆u+ce·∇u+
f(x, u) with initial conditions u0 and v0. By the monotonicity assumption on g and the
comparison principle for reaction-diffusion equations, one can get g(u0(x)) ≥ g(v0(x))
for all x ∈ Ω, and Qt[u0] ≥ Qt[v0] for all x ∈ Ω, 0 < t ≤ 1. This result implies
that the operator Q̂ = Q1[g(·)] has the same monotonicity property. In conclusion, if
nonnegative continuous initial value N10(x) ≥ N20(x) for all x ∈ Ω, then Q̂[N10(x)] ≥
Q̂[N20(x)]. If we further assume that N10(x) 6≡ N20(x), then Q̂[N10(x)] > Q̂[N20(x)],
that is, Q̂ is order preserving. Obviously, the same statement is valid for the linearized
operator Ŝ. It is easy to verify that if (H1) and (H2) hold, Q̂ is linearly bounded,
that is, Q̂[N(x)] ≤ Ŝ[N(x)]. It should be pointed out that these statements are also
valid when x belongs to the whole space Rn.

Then we consider the Dirichlet eigenvalue problem
−Lφ = λφ in Ω,

φ = 0 on ∂Ω,

φ > 0 in Ω,

and let the pair (φ∗;λ1(fu(x, 0); Ω)) be the first eigenpair of this problem. Setting
λΩ = λ1(fu(x, 0); Ω), that is, λΩ is the principal eigenvalue of the following problem:

−λφ(x) = 4φ(x) + ce · ∇φ(x) + fu(x, 0)φ(x), x ∈ Ω,
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2614 ZHENKUN WANG AND HAO WANG

and associates with a positive eigenfunction φ∗. It follows that

Nm(x) =
(
g′(0)e−λΩ

)m
φ∗(x), x ∈ Ω,∀m ≥ 0

is a solution of system (3.4). Below we will show that g′(0)e−λΩ serves as a threshold
value which determines whether the species can persist.

Let X̃ = {ψ : Ω → R | ψ is bounded in Ω̄, ψ ∈ W 2
p (Ω), ψ = 0 on ∂Ω} with norm

‖ · ‖X̃ = ‖ · ‖W 2
p (Ω) and p > 1 +n/2. It then follows that (X̃, ‖ · ‖X̃) is a Banach space.

For φ, ψ ∈ X̃, we write φ ≥ (�)ψ if φ(x) ≥ (>)ψ(x) for all x ∈ Ω̄, and φ > ψ if φ ≥ ψ
but φ 6= ψ. Define X̃+ = {ψ ∈ X̃ : ψ(x) ≥ 0,∀x ∈ Ω̄}. Then X̃+ is a positive cone of
X̃ and induces a partial ordering on X̃.

For simplicity, we write the following theorem under more strict assumptions and
prove it by three lemmas.

Theorem 3.1. Assume that (H1), (H2), and (H3) hold. The following statements
are valid:

1. If g′(0)e−λΩ < 1, then limm→+∞Nm(x) = 0 uniformly for x ∈ Ω.
2. If g′(0)e−λΩ > 1, then system (3.2) has a unique positive steady state N∗ ∈
C2(Ω̄) with N∗ � 0, which is globally attractive in the sense that for any
N0 ∈ X̃+ with N0 > 0, there holds limm→+∞Nm(x) = N∗(x) uniformly for
x ∈ Ω.

Lemma 3.2 (extinction). Assume that f(x, u), g(u) satisfy properties (H1), (H2),
and g′(0)e−λΩ < 1. Then all nonnegative solutions of (3.2) converge to zero.

Proof. Let Nm(x) = δ(g′(0)e−λΩ)mφ∗(x) for all m ≥ 0, where δ is a positive
constant. We claim that Nm(x) satisfies the following linear problem:

ut = ∆u+ ce · ∇u+ fu(x, 0)u, (x, t) ∈ Ω× (0, 1],
u(x, t) = 0, (x, t) ∈ ∂Ω× (0, 1],
u(x, 0) = g′(0)Nm(x), x ∈ Ω,
Nm+1(x) := u(x, 1), x ∈ Ω.

Clearly, u(x, t) = g′(0)e−λΩt[δφ∗(x)] is a solution of the linear equation

ut = ∆u+ ce · ∇u+ fu(x, 0)u for (x, t) ∈ Ω× R+

satisfying u(x, 0) = g′(0)[δφ∗(x)] := g′(0)[N0(x)]. This implies that

N1(x) = u(x, 1) = Ŝ[N0(x)] = g′(0)e−λΩ [N0(x)].

Thus, we have Q̂[N0(x)] ≤ Ŝ[N0(x)] = g′(0)e−λΩ [N0(x)]. It is easy to see that the
function N0(x) is the eigenfunction of the operator Ŝ corresponding to the eigenvalue
g′(0)e−λΩ . By iteration, we find Q̂m[N0(x)] ≤ (g′(0)e−λΩ)mN0(x). By assumption,
we have 0 < g′(0)e−λΩ < 1, hence, it obtains Q̂m[N0(x)] → 0 as m → ∞. For
any given initial value N0(x) in the original nonlinear system (1.6), we choose δ
sufficiently large such that N0(x) ≤ N0(x). By monotonicity and iteration, we have
Q̂m[N0(x)] ≤ Q̂m[N0(x)] and, hence, limm→+∞Nm(x) = 0 uniformly for x ∈ Ω.

Lemma 3.3 (existence). Assume that f and g satisfy properties (H1)–(H3) above
and assume that g′(0)e−λΩ > 1. Then there exists at least one positive steady state
solution of (3.2).
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IMPULSIVE PDE MODEL WITH HABITAT SHIFT 2615

Proof. Let Q1[g(Nm(x))] be u(1, x) with u(x, t) the solution of the initial value
problem

ut = ∆u+ ce · ∇u+ f(x, u), u(x, 0) = g(Nm(x)).

Let a function N(x) ∈ C2(Ω) be an upper (lower) solution of (3.2) if N(x) ≥
(≤)Q̂[N(x)].

If e−λΩg′(0) > 1, then we can choose λ̃ < −λΩ and g < g′(0) such that eλ̃g > 1.

Let v(x, t) = εgeλ̃tφ∗(x). It follows from (H3) that for sufficiently small ε > 0 and

0 < t ≤ 1, we have g(v(x, t)) ≥ gv(x, t)+v(x, t)([g′(0)−g]−Gενg−1[geλ̃tφ∗(x)]νg−1) ≥
gv(x, t). From (H3), we have f(x, v) ≥ fu(x, 0)v − Fvνf and, hence,

(3.5)

∂v

∂t
− [∆v + ce∇v − f(x, v)]

≤ εgλ̃eλ̃tφ∗ − εgeλ̃t[∆φ∗ + ce · ∇φ∗ − fu(x, 0)φ∗] + F
[
εgeλ̃tφ∗

]νf
= v

(
(λ̃+ λΩ) + Fενf−1

[
geλ̃tφ∗

]νf−1
)
≤ 0,

which shows that v(x, t) is a lower solution of system (1.4) with Dirichlet boundary
conditions, where x ∈ Ω. Thus, there exists a sufficiently small ε0 such that for any
given ε ∈ (0, ε0] ,M0 > εφ∗(x), and

Q̂ [εφ∗(x)] = Q1 [g (εφ∗(x))] ≥ Q1

[
gεφ∗(x)

]
≥ v(x, 1) ≥ εφ∗(x).

It implies that

M0 ≥ Q̂m+1 [εφ∗(x)] ≥ Q̂m [εφ∗(x)] , x ∈ Ω, ∀m ≥ 0.

Since M0 is an upper solution of system (3.2), we have Q̂ [ρM0] ≤ ρQ̂ [M0] ≤ ρM0 for
any given ρ > 1 and, hence, Q̂m+1 [ρM0] ≤ Q̂m [ρM0] ≤ ρM0.

Note N0 = εφ∗ and N0 = M0, we have N1 = Q̂ [N0] ≥ N0 and N1 = Q̂
[
N0

]
≤

N0. By induction, we see that Nm+1 ≥ Nm for all m ∈ N, i.e., the sequence is

monotone increasing. Since Q̂(N) ≤ ρM0, the sequence is also bounded. Hence, the
pointwise limit N∗(x) = limm→∞Nm(x) exists. In the same way, the pointwise limit
N∗(x) = limm→∞Nm(x) exists.

Define a set

Γ =
{
N0 ∈ X̃+ : N0(x) ≤ g(N0(x)) ≤ N0(x) in Ω

}
.

Then Γ is a closed convex subset of X̃+. For any given N0 ∈ Γ, let us investigate the
parabolic equation

(3.6)

 ut = ∆u+ ce · ∇u+ f(x, u), (x, t) ∈ Ω× (0, 1],
u(x, t) = 0, (x, t) ∈ ∂Ω× (0, 1],
u(x, 0) = g (N0(x)) , x ∈ Ω.

Obviously, ū = u(x, t; g(N0(x))) and u = u(x, t; g(N0(x))) are the upper and lower
solutions of (3.6), respectively. Thus (3.6) admits a unique solution u(x, t) ∈ W 2,1

p

(Ω× (0, 1]) and satisfies

N0(x) ≤ u(x, 1) ≤ N0(x).
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2616 ZHENKUN WANG AND HAO WANG

Set F = f(x, u(x, t)). We get F ∈ Cα,α/2(Q̄T ) by u ∈ W 2,1
p (Ω × (0, 1]) ↪→

Cα,α/2(Q̄T ). Based on the embedding theorem and the regularity theory, we have

u ∈W 2,1
p (Ω× (0, 1]) ∩ C2+α,1+α/2(Ω̄× (0, 1]).

Hence u(x, 1) = N1(x) ∈ Γ∩C2+α. Applying the classical theory of PDEs, we obtain
that Q1 is continuous and compact in the topology of uniform convergence on every
bounded interval. Since g is continuous, we have that Q̂ is continuous and compact
in the topology of uniform convergence on every bounded interval. Compactness
together with monotonicity implies that {Q̂[Nm]}m and, hence, {Nm}m, converges
in the space of continuous functions. By continuity of Q̂, we have

Q̂[N∗] = Q̂
[

lim
m→∞

Nm

]
= lim
m→∞

Q̂[Nm] = lim
m→∞

Nm+1 = N∗.

Hence, N∗ is a fixed point of Q̂. In a similar way, N∗ is also a fixed point of Q̂.

Lemma 3.4 (uniqueness and attractivity). Assume that f and g satisfy properties
(H1)–(H3) above and assume that g′(0)e−λΩ > 1. Then system (3.2) has a unique
positive steady state N∗, which is globally attractive.

Proof. Observe that for any N0(x) ∈ Γ, system (3.1) has a unique nonnegative

solution u(x, t, g(N0(x))) with initial condition u(x, 0) = g(N0(x)). Since g(N)
N is non-

increasing, g(M)
M ≥ g(N)

N for N ≥ M. Set M = ηN ≤ N for 0 ≤ η ≤ 1 and apply the
above inequality to get g(ηN) ≥ ηg(N), so we can see that g(N) is subhomogeneous.
We can verify that Q1 is strongly subhomogeneous in the sense that Q1(ηϕ)� ηQ1(ϕ)
for all ϕ ∈ Γ, η ∈ (0, 1). Thus, Q̂ = Q1 ◦ g is strongly subhomogeneous (also see [19]).
Moreover, Q̂ admits at most one strongly positive fixed point in Γ. Indeed, let ψ1

and ψ2 be in Γ such that Q̂(ψi) = ψi(i = 1, 2). By [41, Lemma 2.3.1], it follows that
ψ1 = τψ2 for some τ ∈ (0, 1]. We further claim τ = 1, that is, ψ1 = ψ2. Otherwise,
we have 0 < τ < 1 and, hence, ψ1 = Q̂(ψ1) = Q̂(τψ2)� τQ̂(ψ2) = τψ2 = ψ1. This is
a contradiction. Consequently, N∗ and N∗ in Lemma 3.3 are equal.

For any given N0 = ϕ ∈ X̃+ with ϕ > 0, we have g(ϕ) ∈ X̃+ with g(ϕ) > 0. It
follows that u(x, 1; g(ϕ))� 0 and, hence, N1 = u(x, 1; g(ϕ))� 0 and N1 ∈ W 2

p (Ω) ∩
C2+α(Ω̄). We set N1 as an initial datum and further choose a sufficiently small
ε ∈ (0, ε0] and a sufficiently large ρ > 1 such that εφ∗ ≤ N1 ≤ ρM0. Thus, Q̂m(εφ∗) ≤
Q̂m(N1) ≤ Q̂m(ρM0). It follows that limm→+∞ Q̂m(ϕ)(x) = N∗(x) uniformly for
x ∈ Ω.

Remark 3.5. The uniqueness proof of Theorem 3.1 is not superfluous. This is a
significant difference between our hybrid model and the classical parabolic equations.
In other words, for parabolic equations, the uniqueness of the solution obtained by the
upper and lower solution method is almost self-evident, but for our hybrid system, this
good property is not inherited. Conditions (H1.2) and (H2.2) make f and g satisfy
concave conditions, respectively, so that the strongly subhomogeneous condition is
satisfied for operator Q̂, thus the uniqueness of the positive steady state is obtained.

3.2. Persistence criterion in the whole space Rn. Let X = BC(Rn,R) be
the set of all bounded and continuous functions from Rn to R with the usual supreme
norm. For φ, ψ ∈ X, we write φ ≥ (�)ψ if φ(x) ≥ (>)ψ(x) for all x ∈ Rn, and
φ > ψ if φ ≥ ψ but φ 6= ψ. Let X+ = {ψ ∈ X : ψ(x) ≥ 0 ∀x ∈ Rn}. Then X+ is a
closed cone of X and its induced partial ordering makes X into an ordered Banach
space. In this subsection we extend the conclusion of Theorem 3.1 to an unbounded
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IMPULSIVE PDE MODEL WITH HABITAT SHIFT 2617

domain. Here, two generalized principal eigenvalues λ1 and λ
′

1 represent λ1(−L,Rn)
and λ

′

1(−L,Rn), respectively. We introduce different definitions of persistence. The
population is weakly uniformly persistent if

lim sup
m→∞

sup
x∈Rn

Nm(x) > ε.

In other words, there exists some ε > 0 such that for all m > m∗, there exists xm ∈ Rn
such that Nm(xm) > ε. And the population is locally persistent if

sup
x∈Rn

lim inf
m→∞

Nm(x) > ε.

In other words, there exist ε > 0 and x0 ∈ Rn, such that for all m > m∗, there exists
Nm(x0) > ε (see [17, 21, 30]).

Lemma 3.6 (weakly uniform persistence). Assume that f(x, u), g(u) satisfy prop-

erties (H1)–(H3), then g′(0)e−λ
′
1 > 1 is a sufficient condition for weakly uniform

persistence for system (1.7).

Proof. We only need to prove that the the semiflow induced by Q̂ is weakly
uniformly persistent. We adopt the method of contradiction. Suppose that the semi-
flow is not weakly uniformly persistent. Then for any ε0 > 0, there exists some
N0(x) ∈ X+ \ {0} and m∗ ∈ N such that Nm(x) = Q̂m[N0(x)] < ε0 for all m ≥ m∗.

According to the definition of λ
′

1 and g′(0)e−λ
′
1 > 1, we can find µ > 1 and

φ ∈ X+ \ {0} such that Ŝφ ≥ µφ > φ. Set ε ∈ (0, 1) such that µ(1− ε) > 1.
Combined with assumptions (H1.1)–(H1.2), (H2.1)–(H2.2), and H3, it is easy to

verify Ŝ[N(x)] ≥ Q̂[N(x)] ≥ (1− ε)Ŝ[N(x)] for any N(x) ∈ X+ with 0 ≤ N(x) ≤ ε0.
Since the semiflow is not weakly uniformly persistent, after a forward shift in time,
we can assume that N0(x) := Nm∗(x) ∈ X+ \ {0} and Q̂m[N0(x)] < ε0 for m ≥ 0.
Since Nm+1(x) = Q̂[N(x)], we have Nm(x) ≤ ε0 for all m ∈ Z+. Using mathematical
induction, we can get

(3.7) Nm(x) ≥ (1− ε)mŜm[N0(x)].

We can find a p∗ ∈ N such that Np∗(x) ≥ θφ for some θ > 0. For φ ∈ X+, we
set the functional [N(x)]φ := sup{α ≥ 0, N(x) ≥ αφ(x)}, N(x) ∈ X+. Since X+ is
closed, N(x) ≥ [N(x)]φφ,N(x) ∈ X+. Then [·]φ is order preserving, bounded, and
homogeneous (i.e., [30, Lemma 4.3]).

After another forward shift in time, we assume that [N0]φ > 0 and (3.7). Thus

[Nm]φ ≥ (1− ε)m
[
Ŝm (N0)

]
φ
.

For any N0(x) ∈ X+,

Ŝ(N(x)) ≥ Ŝ ([N(x)]φφ) ≥ [N(x)]φŜ(φ) ≥ [N(x)]φµφ.

By using induction again, [Ŝm(N0(x))]φ ≥ µm[N0(x)]φ. We combine the inequalities,
if m→∞, then

[Nm(x)]φ ≥ [µ(1− ε)]m [N0(x)]φ →∞.

Since the functional [·]φ is bounded, this contradicts the boundedness of Nm(x).
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2618 ZHENKUN WANG AND HAO WANG

Furthermore, a nontrivial solution exists. In fact, according to the definition of
the generalized eigenvalue λ

′

1, there is a bounded positive function φ∗, which makes
inequality (3.5) true, that is, a lower solution of system (1.7) can be determined.
Similarly to the proof of Lemma 3.3, there is at least one positive solution for system
(1.7).

Then we will discuss the uniqueness of the solution. Our uniqueness result only
applies to the solution satisfying infx∈Rn N0(x) > 0 is unique.

Lemma 3.7 (uniqueness). If N∗(x) and N∗(x) are two bounded positive solutions
of system (1.7) such that infx∈Rn N

∗(x) > 0 and infx∈Rn N∗(x) > 0, then N∗(x) =
N∗(x).

Proof. According to the boundedness of the positive solutions, we can find a
constant ε so that 0 < εφ∗(x) = N0(x) ≤ N∗(x). Let u(x, t) be the unique solution of
the initial value problem

ut = ∆u+ ce · ∇u+ f(x, u), u(x, 0) = g(εφ∗(x)).

Since N1(x) = u(x, 1), we have N0(x) ≤ N1(x) ≤ N∗(x) by the comparison principle.
Application of induction we can prove that Nm(x) is increasing in m and εφ∗(x) ≤
Nm(x) ≤ N∗(x) in x ∈ Rn. So, there exists a positive function N(x) such that
Nm(x)→ N(x) pointwise in Rn as m→∞.

Based on the argument in the proof of [26, Lemma 3.2], it can be shown that
Nm(x)→ N(x) in C2

loc(Rn) as m→∞. Thus N(x) is a positive solution of (1.7).
According to the boundedness of the positive solutions, we can find a constant

σ > 0 so that σ = infx∈Rn
N(x)
N∗(x) . Clearly, σ ≤ 1 and N(x) ≥ σN∗(x) in Rn. Assume

that σ < 1, then N(x) 6≡ σN∗(x). Since Q̂ = Q1 ◦ g is strongly subhomogeneous, we
have

N(x) = Q̂[N(x)] ≥ Q̂[σN∗(x)] > σQ̂[N∗(x)] = σN∗(x).

The same as above, there exists ε > 0 such that N(x) ≥ (σ + ε)N∗(x) in Rn. This is
a contradiction with the definition of σ, and so N(x) = N∗(x).

In the same way, we can get N(x) = N∗(x), so N∗(x) = N∗(x).

Lemma 3.8 (attractivity). If N∗(x) is a unique positive solution of system (1.7)
satisfying infx∈Rn N0(x) > 0, then Nm(x)→ N∗(x) as m→∞ in C2

loc(Rn).

Proof. Assume that infx∈Rn N0(x) > 0, we can find 0 < ε � 1 and ρ � 1 such
that

εφ∗(x) ≤ g(N0) ≤ ρN∗(x).

It’s obvious that ρN∗(x) is an upper solution of (1.7). Let wm and Wm be solutions
of (1.7) with initial value functions εφ∗(x) and ρN∗(x), respectively. Then w1(x) ≤
N1(x) ≤ W1(x) by the comparison principle. Using induction, we can get wm(x) ≤
Nm(x) ≤Wm(x) for m ∈ N.

From the discussions of Lemma 3.7, we see that

lim
m→+∞

wm(x) = N∗(x).

Similarly,
lim

m→+∞
Wm(x) = N∗(x).

To sum up, we can see that limm→+∞Nm(x) = N∗(x) in C2
loc(Rn).

As a summary, we obtain the following theorem.

D
ow

nl
oa

de
d 

12
/2

5/
20

 to
 1

29
.1

28
.2

16
.3

4.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/p
ag

e/
te

rm
s



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

IMPULSIVE PDE MODEL WITH HABITAT SHIFT 2619

Theorem 3.9. Assume that (H1), (H2), and (H3) hold. If g′(0)e−λ
′
1 > 1, then

system (1.7) has a unique positive steady state N∗(x) ∈ C2
loc(Rn) with N∗(x) > 0,

which is globally attractive in the sense that for any N0(x) with infx∈Rn N0(x) > 0,
there holds limm→+∞Nm(x) = N∗(x) uniformly for x ∈ Rn.

According to Lemma 2.1 (see also [29, Theorem 1.7]), we obtain that λ
′

1(−L,Ω) ≤
λ1(−L,Ω) holds for Ω, where Ω is a smooth (possibly unbounded) domain. By slightly
modifying the proof process in [29], one can show that, for any λ > λ1(−L,Rn),
λ
′

1(−L,Rn) ≤ λ, that is, λ
′

1 ≤ λ1 for Rn. We will show that if we strengthen the

condition g′(0) > eλ
′
1 to g′(0) > eλ1 , then the long-term viability of species can

be enhanced. This has some implications for the assisted reproductive strategy for
endangered species.

Let BR be the open ball of RN , with center 0 and radius R. Let y be an arbitrary
point in Rn and Lyw = 4w+ce ·∇w+fu(x+y, 0)w. It is well known that there exists
a principal eigenvalue λyR and a principal eigenfunction ϕyR in C2(BR) satisfying

−LyϕyR = λyRϕ
y
R in BR,

ϕyR = 0 on ∂BR,

ϕyR > 0 in BR,

‖φy‖∞ = 1.

Since both λyR and ϕyR are unique, standard elliptic estimates and compactness ar-
guments imply that the maps y 7→ ϕyR and y 7→ λyR are continuous with respect to
y.

Let λ̃y1 be the principal eigenvalue and φy∞ be the principal eigenfunction of
−Lyφy∞ = λ̃y1φ

y
∞ in Rn,

φy∞ > 0 in Rn,
‖φy‖∞ = 1.

We can verify that the first eigenvalue λ̃y1 does not depend on y. In other words,
λ̃y1 = λ1 for all y ∈ Rn. By Lemma 2.1, it can directly reach the following lemma.

Lemma 3.10. For all y ∈ Rn, the function R 7→ λyR is decreasing in R > 0, and
limR→+∞ λyR = λ1 uniformly in y ∈ Rn.

Theorem 3.11. Assume that g′(0)e−λ1 > 1 and f(x, u), g(u) satisfy properties
(H1), (H2), and (H3). Then N∗(x) is a positive bounded solution of (1.7) that sat-
isfies infx∈Rn N∗(x) > 0. Moreover, N∗ is a unique positive steady state and globally
attractive.

Proof. From Lemma 3.10, there exists R0 = inf{R|g′(0)e−λR = 1} > 0 such that

∀R ≥ R0 ∀y ∈ Rn, g′(0)e−λ
y
R > 1.

Note uy(x) := u(x+ y). The function Ny
∗ (x) satisfies

uyt = ∆uy + ce · ∇uy + f(x+ y, uy), (x, t) ∈ Rn × (0, 1],

uy(x, 0) = g(Ny
m(x)), x ∈ Rn,

Ny
m+1(x) = uy(x, 1), x ∈ Rn,

(3.8)

that is, Ny
∗ (x) = Q̂[Ny

∗ (x)] = Q̂[N∗(x+ y)] in Rn.
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2620 ZHENKUN WANG AND HAO WANG

Choosing R ≥ R0 and positive κ < κ0, from the proof of Lemma 3.3, we can
see that κϕyR is a lower solution of system (3.8) in Ω = BR. We want to prove that
Ny
∗ ≥ κ0ϕ

y
R in BR. If it’s not true, there exist 0 < κ∗ ≤ κ0 and x0 ∈ BR such

that κ∗ϕyR (x0) = Ny
∗ (x0) and Ny

∗ ≥ κ∗ϕyR in BR. Next, since ϕyR ≡ 0 on ∂BR, it
follows that x0 ∈ BR. On the other hand, the above computations show that the
function κ∗ϕyR is still a lower solution of (3.8). The strong maximum principle gives
that κ∗ϕyR ≡ N

y
∗ in BR, which is in contradiction with the conditions on ∂BR.

Thus, we have Ny
∗ > κ0ϕ

y
R in BR, and Ny

∗ (0) = N∗(y) > κ0ϕ
y
R(0). In other words,

Ny
∗ > κ0ϕ

y
R(0) for all y ∈ Rn. Since the function y 7→ κ0ϕ

y
R(0) is continuous and

positive over Rn, there exists ε > 0 such that Ny
∗ > κ0ϕ

y
R(0) > ε for all y ∈ Rn.

Then, we prove the boundedness of the positive solution. We study the following
impulsive reaction-diffusion model for any m ∈ Z+:

u
(m)
t = ∆u(m) + ce∇u(m) + f(x, u(m)) for (x, t) ∈ K × (0, 1],

u(m)(x, t) = 0 for (x, t) ∈ ∂K × (0, 1],

u(m)(x, 0) = g (Nm(x)) for x ∈ K,
Nm+1(x) = u(m)(x, 1) for x ∈ K,

where K is a compact subset of Rn. By the classical parabolic estimates, we get that
there exists M > 0 such that ‖u(m)(x, t)‖C1+γ/2,2+γ([0,1]×K) < M for all m > m∗.

Thus, one can extract a subsequence (that we still call {u(m)}m that converges in
C1,2
loc ([0, 1] ×K). Using a diagonal method, one can extract a subsequence such that

u(m) → u(∞) in C1,2
loc ([0, 1]× Rn). Thus, N∗(x) = u(∞)(x, 1) ∈ C2

loc(Rn).
Let N0 ∈ C0(Rn) be a nonnegative, bounded, and nonnull initial datum. Thus,

ρ > 1 can be large enough to make ‖g(N0)‖ ≤ ρM . We already know that ρM is the
super solution of system (1.7). Therefore, using the same method as before, we can
prove that N∗(x) ≤ ρM for all x ∈ Rn. Therefore, N∗(x) is bounded. Similarly to
the proof of Lemmas 3.7 and 3.8, the uniqueness and attractiveness of the solution
N∗(x) can be obtained.

Theorem 3.11 implies that g′(0)e−λ1 > 1 is a sufficient condition for locally per-
sistence for system (1.7), that is, there exist ε > 0 and x0 ∈ Rn, such that for all
m > m∗ there exists Nm(x0) > ε. In addition, combining the proofs of Theorem 3.11
and Lemma 3.2, we can directly get the following conclusions.

Proposition 3.12. Assume that (H1), (H2), and (H3) are satisfied and
g′(0)e−λ1 < 1. If N0(x) 6≡ 0 is a continuous nonnegative function and compactly
supported, then Nm(x)→ 0 as m→∞ uniformly on the compact subsets of Rn.

We end this subsection by studying the situation eλ
′
1 < g′(0) < eλ1 . This inequal-

ity may be valid when considering an unbounded domain. More detailed information
about the relationship between generalized eigenvalues λ1 and λ

′

1 can be found in
[25, 27, 28, 29, 36]. In this case, the so-called grounding phenomenon will occur. The
following corollary can be obtained directly from Proposition 3.12 and Theorem 3.9.
This corollary shows that under eλ

′
1 < g′(0) < eλ1 , the asymptotic behavior of the

solutions of system (1.7) depends on the properties of the initial datum.

Corollary 3.13. Assume that eλ
′
1 < g′(0) < eλ1 and that hypotheses (H1), (H2),

and (H3) are satisfied. Let N0 ∈ C0(Rn) be a nonnegative, bounded, and nonnull
initial datum.

1. If N0 is compactly supported, then Nm(x)→ 0 as m→ +∞ locally uniformly
with respect to x ∈ Rn.
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2. If infRn N0 > 0, then Nm(x)→ N∗(x) as m→ +∞ in C2
loc (Rn), where N∗(x)

is the unique positive solution of (1.7).

3.3. Effects of the habitat shifting speed. In this subsection, we investigate
the influence of the habitat shifting speed driven by climate change on the persistence
criterion. Set

R0 := g′(0)e−λ1(−L0,Rn),

where λ1(−L0,Rn) depend on r(x). Similarly to the definition (2.1), we redefine
critical speed

C∗0 :=

{
2
√

ln g′(0)− λ1(−L0,Rn), R0 > 1,
0, R0 ≤ 1.

Combining Lemma 2.1 with the above definition, we can directly obtain the following
conclusion.

Lemma 3.14. The following statements about C∗0 hold:
1. C∗0 is a strictly monotone increasing function of g′(0).
2. C∗0 is a monotone increasing function of r(x).

Since λ1(−∆ − r(∞)) < λ1(−L0,Rn) = λ1(−∆ − r(x)) < λ1(−∆ − r(−∞)), we
can denote R0(±∞) := g′(0)er(±∞), C∗0 (∞) := 2

√
ln g′(0) + r(∞).

Theorem 3.15. The following statements hold:
1. If R0(∞) < 1, then g′(0)e−λ1 < 1 for all c.
2. If R0(−∞) < 1 and R0(∞) > 1, then g′(0)e−λ1 > 1 for c ∈ (0, C∗0 (∞)), and
g′(0)e−λ1 < 1 for c > C∗0 (∞).

3. If R0(−∞) > 1, then g′(0)e−λ1 > 1 for c ∈ (0, C∗0 (∞)), and g′(0)e−λ1 < 1
for c > C∗0 (∞).

We omit the proof of Theorem 3.15. Theorem 3.15 shows that the persistence
and propagation depend on the speed of the shifting habitat edge c and a number
C∗0 (∞).

Combining the continuous dependence of the solution on the parameters, the
uniqueness, and attractiveness of the nontrivial solution, we consider two auxiliary
systems 

ut = ∆u+ ce · ∇u+ f(∞, u), (x, t) ∈ Ω× (0, 1],

u(x, 0) = g(Nm(x)), x ∈ Ω,

Nm+1(x) = u(x, 1), x ∈ Ω,

(3.9)

and 
ut = ∆u+ ce · ∇u+ f(−∞, u), (x, t) ∈ Ω× (0, 1],

u(x, 0) = g(Nm(x)), x ∈ Ω,

Nm+1(x) = u(x, 1), x ∈ Ω,

(3.10)

where r(x) = fu(x, u) and r(±∞) = fu(±∞, u), and the so-called x tends to ±∞,
actually referring to x·e→ ±∞. Similarly to [19], we can define two discrete semiflows
{Qm±}m≥0, then the maps Q± : X+ → X+ admit the following properties:

1. Ty [Q±[φ]] = Q± [Ty[φ]] for all (y, φ) ∈ Rn ×X+.
2. Q± is monotone in the sense that Q±[φ] ≤ Q±[ψ] for all φ, ψ ∈ X+ with
φ ≤ ψ.

3. T−y ◦Q̂m◦Ty[ϕ]→ Qm− [ϕ] in X+ as y ·e→ −∞ and T−y ◦Q̂m◦Ty[ϕ]→ Qm+ [ϕ]
in X+ as y · e→∞ for all ϕ ∈ X+ and m ∈ N.
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2622 ZHENKUN WANG AND HAO WANG

4. Q−[φ] ≤ Q̂[φ] ≤ Q+[φ] for all φ ∈ X+.
5. If g′(0)er(+∞) > 1, Q+ : R+ → R+ has the unique positive fixed point β(∞)

in R+, and it is globally attractive. If g′(0)er(−∞) > 1, Q− : R+ → R+ has
the unique fixed point β(−∞), and it is globally attractive.

According to conclusions in [17, 19], for each unit direction vector ξ in the habitat,
system (3.9) has downstream spreading speed c∗(ξ;∞) and upstream spreading speed
c∗(−ξ;∞), where

c∗(±ξ;∞) = 2
√
r(∞) + ln(g′(0))∓ ce · ξ.

If the continuous initial function u0(x) = 0 when |x · ξ| is large enough, and there is
some real number L > 0 such that for any constant σ with 0 < σ < β(∞), u0(x) ≥ σ
for all x ∈ Rn with |x · ξ| ≤ L, then the solution um of the integral recursion has the
following properties:

lim
m→∞

sup
x·ξ∈(−∞,−c2m]∪[c1m,+∞)

um(x) = 0,

where c1 > c∗(ξ) and c2 > c∗(−ξ), and

lim
m→∞

sup
x·ξ∈[−c2m,c1m]

(β(∞)− um(x)) = 0,

where −c∗(−ξ) < −c2 < c1 < c∗(ξ). In addition, for any c ≥ c∗(ξ) there exists a
continuous nonincreasing traveling wave solution W (x ·ξ−cm) with W (−∞) = β(∞)
and W (+∞) = 0.

In this paper we only consider forced traveling waves, that is, we take ξ = e. Thus,
c∗(e) = 2

√
r(∞) + ln(g′(0)) − c = C∗0 (∞) − c, c∗(e) > 0, if and only if c < C∗0 (∞).

This is the case from a biological perspective as well. For example, if a population
cannot propagate upstream but is washed downstream, it will not persist. By the
definition of upstream (e-direction) spreading speed, if an observer moves upstream
faster than the upstream spreading speed, the observer sees the uninvaded steady
state. On the other hand, if the observer moves upstream slower than the upstream
spreading speed, the observer sees the carrying capacity steady state β(∞). We have

lim
m→∞

sup
x·e>(c∗(e)+ε)t

um(x, 0) = 0

and

lim
m→∞

sup
0<x·e<(c∗(e)−ε)t

|um(x, 0)− β(∞)| = 0

for small enough ε, that is 0 < ε < c∗(e). Let x = x̃− cte. It is easy to verify that the
results in [10] are equivalent to the case when n = 1, e = 1, g(N) = N, c > 0 in our
model (1.6), specifically, it means that if c > C∗0 (∞), then the species will go extinct
in the habitat, and that if c < C∗0 (∞), then the species will persist and spread along
the shifting habitat gradient at an asymptotic spreading speed C∗0 (∞).

4. Numerical simulations. In this section, we present some simulations to
support our results and illustrate persistence and extinction of the population. We
consider the model (1.6) with n = 1, e = 1, and we take the simplest case f(x, u) =

u(r(x) − u), where r(x) = 2ex−e−x
ex+e−x is monotonically increasing and bounded with

respect to x. We truncate the infinite domain R to finite domain [−l, l], where l = 100
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(a) k=0.12 (b) k=0.36

(c) k=2 (d) k=4

Fig. 1. A numerical approximation to the graph of Nm(x) for (1.7) with c = 2. Figures (a)
and (b) represent the extinction of the population, (c) and (d) represent the persistence of the
population, respectively. (a) g′(0)er(−∞) < g′(0)er(+∞) < 1 and g′(0)e−λ1 < 1, (b) g′(0)er(−∞) <
1, g′(0)er(+∞) > 1 and g′(0)e−λ1 < 1, (c) g′(0)er(−∞) < 1, g′(0)er(+∞) > 1, and g′(0)e−λ1 > 1,
(d) g′(0)er(−∞) > 1, g′(0)er(+∞) > 1, and g′(0)e−λ1 > 1.

is sufficiently large, and the initial function

f0(x) =

 0, −100 ≤ x ≤ −5,
0.4 cos(πx10 ), −5 < x < 5,
0, 5 ≤ x ≤ 100.

To describe the effect of g′(0) on population persistence, we choose c = 2, g(N) =
kN,N0(x) = f0(x), and four different values for the parameter k as follows: k1 =
0.12, k2 = 0.36, k3 = 2, and k4 = 4. Note that when k < 1, the discrete map g
means harvesting with the harvesting percentage 1 − k; when k > 1, the discrete
map g means reproduction. From Figure 1, we can see that pulse reproduction (or
harvesting) plays an important role in the persistence and extinction of the population.
As g′(0) becomes larger, it promotes the survival of the population. In particular,
we have that excessive compensation can even keep a certain amount of population
in a harsh environment without extinction when the speed of the shifting habitat
edge c < C∗0 (∞). These results provide important insights on the persistence and
extinction of animal species.

We want to explore the impact of the shifting speed c on the persistence of the
population. We first select g(N) = 2N ; except for c we keep the same values of the
parameters as in the numerical simulation above. Figures 2(a) and 1(c) have the same
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2624 ZHENKUN WANG AND HAO WANG

(a) c=2

(b) c=4

Fig. 2. A numerical approximation to the graph of Nm(x) for (1.7) with g′(0) = 2. Figure
(a) represents the persistence of the population and (b) represents the extinction of the popula-
tion, respectively. (a) g′(0)er(−∞) < 1, g′(0)er(+∞) > 1, and g′(0)e−λ1 > 1, (b) g′(0)er(−∞) <
1, g′(0)er(+∞) > 1, and g′(0)e−λ1 < 1.

parameter values, and C∗0 (∞) = 3.282 can be obtained directly by simple calculation.
We can observe the impact of shifting speed c on population persistence through
Figure 2. Figure 2(a) describes the persistence of species and Figure 2(b) indicates
the extinction of species in habitat.

Figures 2(a) and 1(c) have the same parameter values, and C∗0 (∞) = 3.282 can be
obtained directly by simple calculation. We can observe the impact of shifting speed
c on population persistence through Figure 2. Figure 2(a) describes the persistence
of species and Figure 2(b) indicates the extinction of species in habitat.

To verify our conclusion, we take the function g(N) = 4N and keep the other
parameters fixed. We can obtain C∗0 (∞) = 3.680. Figure 3(a) describes the persis-
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(a) c=2

(b) c=9

Fig. 3. A numerical approximation to the graph of Nm(x) for (1.7) with g′(0) = 4. Figure (a)
represents the persistence of the population and (b) represents the extinction of the population at
any given location. (a) g′(0)er(−∞) > 1, g′(0)er(+∞) > 1, and g′(0)e−λ1 > 1, (b) g′(0)er(−∞) >
1, g′(0)er(+∞) > 1, and g′(0)e−λ1 < 1.

tence of species and Figure 3(b) indicates the extinction of species in habitat. Our
results suggest that if climate change is slow, the species survives in the sense that
the population persists at some locations, while if climate change is fast, the species
goes extinct in the sense that the population cannot persist at any given location.

In order to verify the properties of the positive solution, we use the function
g(N) = 4N , c = 2, and keep the other parameters unchanged. Obviously, we have

g′(0)e−λ1 = g′(0)e−λ
′
1 > 1. We have chosen different initial functions f1(x) = 0.1

and f2(x) = 1. Figure 4 describe the persistence of the species. More importantly,
our numerical results show that there is only one positive periodic solution for system
(1.6) and it is globally attractive for different initial functions.
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(a) N0 = f1(x)

(b) N0 = f2(x)

Fig. 4. A numerical approximation to the graph of Nm(x) for (1.7) with c = 2, g′(0) = 4.
Figures (a) and (b) both represent the persistence of species. In addition, Figures (a) and (b) show
that although the system begins to evolve from different initial value functions, eventually the same
positive periodic solution can be obtained.

In order to verify Corollary 3.13, we use the function g(N) = 4N, c = 9 and keep
other parameters unchanged. By explicit formulas for λ1 and λ′1 in [36], one can get
eλ
′
1 < g′(0) < eλ1 . We have chosen different initial functions f3(x) = 0.5 and

f4(x) =

{
0, −100≤x≤−10,

0.4 cos(πx20 ), −10<x<10,

0, 10≤x≤100.

Figure 5(a) describes the local persistence of the species, and Figure 5(b) shows the
weak persistence of the species in the habitat rather than the local persistence, that
is, the species is extinct in the sense that it cannot survive for a long time in any
given location.
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(a) N0 = f3(x)

(b) N0 = f4(x)

Fig. 5. A numerical approximation to the graph of Nm(x) for (1.7) with c = 9, g′(0) = 4.
Figure (a) represents the persistence of the population and (b) represents the extinction of the
population at any given location.

5. Discussion. The climate-driven habitat shifts in spatial ecological models are
getting more and more attention; see [7, 8, 9, 10, 11, 12, 13, 14, 31, 32, 33, 34, 35, 37,
39]. It should be mentioned that many species (e.g., fishes or large mammals) give
birth only at a particular time of each year, and the reproduction of these species
takes place in a very short period of time every year. This paper focuses on the
impact of habitat shift driven by climate change on the propagation and persistence
of a population with birth pulse. We have presented a class of impulsive reaction-
advection-diffusion models, in which the advection term is driven by climate change.
Unlike [15, 16, 17, 18, 19], we have used f(x, u) as a heterogeneous type of nonlinear-
ity instead of a homogeneous type. As far as we know, there exist no papers dealing
with impulsive PDEs in heterogeneous landscapes. In a bounded domain Ω ⊂ Rn, we
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2628 ZHENKUN WANG AND HAO WANG

have obtained the persistence criterion of the system, which controls the persistence
and extinction of the population, and proved the existence, uniqueness, and global
attraction of a nontrivial steady state using eigenvalue theory, upper and lower solu-
tion methods, and other techniques. Then the persistence criterion has been extended
from bounded domains Ω to the whole space Rn. In addition, we also have indicated
that the speed of the shifting habitat edge and impulsive reproduction (or harvesting)
rate have important effects on persistence or extinction. The work in this article pro-
vides a new framework for the propagation and persistence of animal species under
climate change.

Recently, Fang, Lou, and Wu [36] derived explicit formulas for λ1 and λ′1 in a
one-dimensional environment, for the special case where r′(x) > 0. These formulas
are

λ1 = −r(∞) +
c2

4
, λ′1 =


−r(∞), c ≤ 0,

λ1, c ∈
(

0, 2
√
r(∞)− r(−∞)

)
,

−r(−∞), c ≥ 2
√
r(∞)− r(−∞).

Moreover, when r(∞) > 0 > r(−∞) and c = 2
√
r(∞), we have λ′1 = λ1 = 0. If c is

large enough, we obtain a set of seemingly contradictory results, that is, g′(0)e−λ1 < 1

but g′(0)e−λ
′
1 > 1. To explain this phenomenon, we introduce different definitions

of persistence. On an unbounded domain, it is much more practical to formulate
this persistence condition in terms of upstream and downstream spreading speeds.
Namely, a population persists if its spreading speeds in both directions are positive
(also see [22]). Distinguishing weak persistence from local persistence can help un-
derstand the biological interpretations represented by persistence thresholds under

different eigenvalue definitions, more specifically, the formula g′(0)e−λ
′
1 > 1 describes

that the population satisfies weak persistence, while the formula g′(0)e−λ1 < 1 de-
scribes that the population does not satisfy local persistence, that is, the grounding
phenomenon occurs (see [38]). In [37], the authors proved that there are minimum and
maximum forcing waves within the appropriate parameter range, denoted by umin and
umax, respectively. Considering the heteroclinic solution in the motion frame, they
constructed two heteroclinic orbits connecting zero to these two special forcing waves.
However, our result implies that there is a unique heteroclinic orbit Γ in system (1.4),
where Γ(−∞) = β(−∞) and Γ(+∞) = β(∞). In addition, our numerical simula-
tions illustrate that weak persistence can give rise to a population whose density is
increasing but is being washed out because it cannot stay at any given location. It
is reasonable to believe that a species that persists only weakly is at risk of being
washed out of the system when the habitat fragmentation occurs.

Most studies on impulsive reaction-diffusion models focus on single species. It
would be intriguing and challenging to derive and analyze multispecies models in
this direction. For successful mating, the population density needs to be greater than
some threshold value, which is called the Allee effect. It is increasingly recognized that
considering the Allee effect has theoretical and practical significance in the study of
population dynamics. Considering an impulsive reproduction function with a bistable
structure (Allee effect) will lead to complex dynamics. Another interesting question is
whether there is an equivalent result of the ideal free distribution for impulsive PDEs
in heterogeneous habitats. We leave these questions for future investigation.
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