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The question

Let K be a symmetric convex body in R".
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Let K be a symmetric convex body in R". For any s-tuple C = (G, ..., G) of symmetric
convex bodies C; in R" we consider the norm on R®, defined by

1 s
ltlex = = / / |36
Hj:l voln(Gj) a Cs J; e

where t = (t1,. .., ts).

dxs - - - dxi,
K
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1 s
ltlex = = / / |36
Hj:l voln(Gj) a Cs J; e

where t = (t1,...,t). If C = (C,..., C) then we write ||t||cs,x instead of ||t||c k-
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Let K be a symmetric convex body in R". For any s-tuple C = (G, ..., G) of symmetric
convex bodies C; in R" we consider the norm on R®, defined by

1 s
ltlex = = / / |36
Hj:l voln(Gj) a Cs J; e

where t = (t1,...,t). If C = (C,..., C) then we write ||t||cs,x instead of ||t|

dxs - - - dxi,
K

C,K-

Question (V. Milman)

To examine if, in the case C = K, one has that || - ||ks,k is equivalent to the standard
Euclidean norm up to a term which is logarithmic in the dimension, and in particular, if
under some cotype condition on the norm induced by K to R” one has equivalence
between || - [|ks,x and the Euclidean norm.
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@ Bourgain, Meyer, V. Milman and Pajor (80's) obtained the lower bound
s 1/s s % .
Itlle > ev/s(TT161) " (TTvola(G)) ™ fvola(K)",
j=1 j=1

where ¢ > 0 is an absolute constant.
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@ Bourgain, Meyer, V. Milman and Pajor (80's) obtained the lower bound
s 1/s s % 1/n
Itlle > ev/s(TT161) " (TTvola(G)) ™ fvola(K)",
j=1 j=1

where ¢ > 0 is an absolute constant.

@ Around 2000, Gluskin and V. Milman studied the same question and obtained a
better lower bound in a more general context.
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Lower bounds

@ Bourgain, Meyer, V. Milman and Pajor (80's) obtained the lower bound

Itlle.x > cf(H|t,) (Hvoln )7 oK)

where ¢ > 0 is an absolute constant.
@ Around 2000, Gluskin and V. Milman studied the same question and obtained a
better lower bound in a more general context.

Gluskin-Milman

Let Ag,...,As be measurable sets in R"” and K be a star body in R" with 0 € int(K).
Then, for all t = (t1,...,t) € R®,

1 : 6 vol,(Aj)\2/m\ /2
Itha = gy [ |30 ] o e 3 (S0 (LmADYY
Hj:l vols(A)) Ay As ; Tk (; g (vol (K)) )

where ¢ > 0 is an absolute constant.
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Lower bounds

@ Bourgain, Meyer, V. Milman and Pajor (80's) obtained the lower bound

Itlle.x > cf(H|t,) (Hvoln )7 oK)

where ¢ > 0 is an absolute constant.
@ Around 2000, Gluskin and V. Milman studied the same question and obtained a
better lower bound in a more general context.

Gluskin-Milman

Let Ag,...,As be measurable sets in R"” and K be a star body in R" with 0 € int(K).
Then, for all t = (t1,...,t) € R®,

| vola(A;)\2/m\ 1/2
lell.ak o= jlvol ) /A /AHZ”‘J S (; (o) )

where ¢ > 0 is an absolute constant. Equivalently, if vol,(A;) = vol,(K) for all 1 <j <'s
then

[tlhax > cllt]l2

for all t € R®.
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Lower bounds

@ Gluskin and V. Milman use the Brascamp-Lieb-Luttinger rearrangement inequality.
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@ Gluskin and V. Milman use the Brascamp-Lieb-Luttinger rearrangement inequality.
@ One may assume that vol,(A;) = vol,(K) = vol,(Bj7) for all 1 < i < s.
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@ Gluskin and V. Milman use the Brascamp-Lieb-Luttinger rearrangement inequality.
@ One may assume that vol,(A;) = vol,(K) = vol,(Bj7) for all 1 < i < s.
@ Using the BLL-inequality, write

s s s
/Al.../51K<§t,-x,->dxs---dx1:/R".../an(iz:;t;x;)EIA,(Xi)dxs---dn
s s s
[ (S st (S
R? R7 i=1 i=1 B3 B3 i=1
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Gluskin and V. Milman use the Brascamp-Lieb-Luttinger rearrangement inequality.
One may assume that vol,(A;) = vol,(K) = vol,(Bj7) for all 1 < i <s.
@ Using the BLL-inequality, write

s s s
/Al.../51K<§t,-x,->dxs---dx1:/R".../an(iz:;t;x;)EIA,(Xi)dxs---dn
s s s
[ (S st (S
R? R7 i=1 i=1 B3 B3 i=1

@ Next, use the observation that

lyllk = /OOO (1 —1k(y/r)) dr.

Apostolos Giannopoulos (University of Athens) Norms of weighted sums AGA IV, July 2019 4 /28



Gluskin and V. Milman use the Brascamp-Lieb-Luttinger rearrangement inequality.
One may assume that vol,(A;) = vol,(K) = vol,(Bj7) for all 1 < i <s.
Using the BLL-inequality, write

s s s
/Al---/51K<§t,'x,'>dxs---dxl:/R"---/an(Et,'X,')glAi(X;)dXs---dX
s s s
g/ 135<Zt,-x,->Hlsg(xi)dxs"'dxl:/ / lsg(ztixi)dxs"'dxl
R? R7 i=1 i=1 B3 2 i=1

Next, use the observation that

W= [~ 0= Letv/n) o

It follows that

° dxs - - - dxa
t A,-,K:/ / H t; ’H
Il Ay ! Z TIvol.(A)

s
o [
2 By U iz1

dXs - dx X1
8y voln(BS)*”
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@ To give a lower bound for this quantity, write
dXs e dX1

dxs - - - dxq / :
- T = Ave..— H 8't‘X" —_—
/Bg /Bg By voln(By)y®  Jep ey o ; ey vola(Bp)s

1/2 dxs -+ - dxy
f/n / Zt i > voln(B")s’

using the unconditionality of By and Khinthcine inequality.

tixi
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@ To give a lower bound for this quantity, write
dXs e dX1

dxs - - - dxq / :
- T = Ave..— H 8't‘X" —_—
/an /an By vola(B)® ey ey Z " sy vola(BD)®

1/2 dxs -+ - dxy
\//Bn / Zt il > voln(B")s’

using the unconditionality of By and Khinthcine inequality.

tixi

@ To finish the proof one may use the inequality

1/3 2/3
1112 < IFIR 113

for the function f(x) = (37, t,-2|x;\2)1/2 defined on R™ to estimate the last integral
and get the result with

i( m )3/2 nt4 1
V2\n+2 n V2

Cc = as n — oQ.
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Lower bounds: alternative proof

G.-Chasapis-Skarmogiannis

Let C = (G, ..., G) be an s-tuple of symmetric convex bodies and K be a symmetric
convex body in R” with vol,(C;) = vol,(K) = 1. Then, for any t = (t1,...,t) € R®,
n

t > ——||t]|2.
Itle.x > gy el
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Lower bounds: alternative proof

G.-Chasapis-Skarmogiannis

Let C = (G, ..., G) be an s-tuple of symmetric convex bodies and K be a symmetric
convex body in R” with vol,(C;) = vol,(K) = 1. Then, for any t = (t1,...,t) € R®,
n

t > ——||t]|2.
Itle.x > gy el

@ Since [|t||c,k is a norm, we may assume that ||t||2 = 1. Our starting point is the next
observation.
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Lower bounds: alternative proof

G.-Chasapis-Skarmogiannis

Let C = (G, ..., G) be an s-tuple of symmetric convex bodies and K be a symmetric
convex body in R” with vol,(C;) = vol,(K) = 1. Then, for any t = (t1,...,t) € R®,
n

t > ——||t]|2.
Itle.x > gy el

@ Since [|t||c,x is @ norm, we may assume that ||t||> = 1. Our starting point is the next
observation.

Let Xi, ..., Xs be independent random vectors, uniformly distributed on G, ..., Cs
respectively. Given t = (t1...,ts) € R®, we write 14 for the distribution of the random
vector t1 X1 + - - + ts Xs. Then,

1t

c,K:/ [l dve(x)-
Rn
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Lower bounds: alternative proof

G.-Chasapis-Skarmogiannis

Let C = (G, ..., G) be an s-tuple of symmetric convex bodies and K be a symmetric
convex body in R” with vol,(C;) = vol,(K) = 1. Then, for any t = (t1,...,t) € R®,
n

t > ——||t]|2.
Itle.x > gy el

@ Since [|t||c,x is @ norm, we may assume that ||t||> = 1. Our starting point is the next
observation.

Let Xi, ..., Xs be independent random vectors, uniformly distributed on G, ..., Cs
respectively. Given t = (t1...,ts) € R®, we write 14 for the distribution of the random
vector t1 X1 + - - + ts Xs. Then,

1t

c,K:/ [l dve(x)-
Rn

o Note that 14 is an even log-concave probability measure on R” We write g; for the
density of 14.
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Lower bounds: alternative proof

If [It]l2 = 1 then ||gi]|oo < €.
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Lower bounds: alternative proof

If [It]l2 = 1 then ||gi]|oo < €.

@ Recall that the entropy functional of a random vector X in R” with density g(x) is
defined by h(X) = — [, g(x) log g(x) dx, provided the integral exists.
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Lower bounds: alternative proof

If [t} = 1 then [lge]l=o < €”

@ Recall that the entropy functional of a random vector X in R” with density g(x) is
defined by h(X) = — fR,, (x) log g(x) dx, provided the integral exists.

@ Bobkov and Madiman have shown that if g is log-concave then

log(llgll=<') < h(X) < n+ log(llgll=)-
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Lower bounds: alternative proof

If [t} = 1 then [lge]l=o < €”

@ Recall that the entropy functional of a random vector X in R” with density g(x) is
defined by h(X) = — fR,, (x) log g(x) dx, provided the integral exists.

@ Bobkov and Mad|man have shown that if g is log-concave then

log(llgll=<') < h(X) < n+ log(llgll=)-

o Lett € R® with [|t]o =1and t1,...,ts > 0. Then, if Xi,...,X; are independent
random vectors with densities g1, ..., gs, by an equivalent form of the
Shannon-Stam inequality, we have that h(t: X1 + -+ t:X;) > 377 t7h(X;).
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Lower bounds: alternative proof

If [It]l2 = 1 then ||gi]|oo < €.

@ Recall that the entropy functional of a random vector X in R” with density g(x) is
defined by h(X) = — fR,, (x) log g(x) dx, provided the integral exists.

@ Bobkov and Mad|man have shown that if g is log-concave then

log(llgll=<') < h(X) < n+ log(llgll=)-

o Lett € R® with [|t]o =1and t1,...,ts > 0. Then, if Xi,...,X; are independent
random vectors with densities g1, ..., gs, by an equivalent form of the
Shannon-Stam inequality, we have that h(t: X1 + -+ t:X;) > 377 t7h(X;).

@ Since the density g of t1.Xi + - - - + t:Xs is also log-concave, we may write

s
S log(llgill <) Zth h(tiXa + - + t:Xs) < n+ log(llgell )
<

2
which implies that ||gi[le < e"]];_; ng||<t>’o
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Lower bounds: alternative proof

If [It]l2 = 1 then ||gi]|oo < €.

@ Recall that the entropy functional of a random vector X in R” with density g(x) is
defined by h(X) = — fR,, (x) log g(x) dx, provided the integral exists.

@ Bobkov and Mad|man have shown that if g is log-concave then

log(llgll=<') < h(X) < n+ log(llgll=)-

o Lett € R® with [|t]o =1and t1,...,ts > 0. Then, if Xi,...,X; are independent
random vectors with densities g1, ..., gs, by an equivalent form of the
Shannon-Stam inequality, we have that h(t: X1 + -+ t:X;) > 377 t7h(X;).

@ Since the density g of t1.Xi + - - - + t:Xs is also log-concave, we may write

s
S log(llgill <) Zth h(tiXa + - + t:Xs) < n+ log(llgell )
<

2
which implies that ||gi[le < e"]];_; ng||<t>’o
@ In our case, g; = 1¢;, therefore ||gj|]|c = 1 and the lemma follows.
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Lower bounds: alternative proof

If ||t]]2 =1 then ||gt||oc < €.

Let  be a bounded positive density of a probability measure y on R". For any symmetric
convex body K in R" and any p > 0 one has

i 1/p 1/p 1 1
( ) <(/ ||x||',zf(x>dx) 1L vl (K7,

n—+p
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Lower bounds: alternative proof

If ||t]]2 =1 then ||gt||oc < €.

Let  be a bounded positive density of a probability measure y on R". For any symmetric
convex body K in R" and any p > 0 one has

i 1/p 1/p 1 1
( ) <(/ ||x||',zf(x>dx) 1L vl (K7,

n—+p

o We apply Lemma 2 for the log-concave probability measure 4. For any t € R® with
[tll2 = 1 we have ||gt]|c = gt(0) < e, therefore

I« evoln(K)l/n/ x|k dui(x) = e vola(K)Y™ |It]c.k-
+1 .
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Lower bounds: alternative proof

If ||t]]2 =1 then ||gt||oc < €.

Let  be a bounded positive density of a probability measure y on R". For any symmetric
convex body K in R" and any p > 0 one has

i 1/p 1/p 1 1
( ) <(A|umfuwn) 1L vl (K7,

n—+p

@ We apply Lemma 2 for the log-concave probability measure v¢. For any t € R® with
[tll2 = 1 we have ||gt]|c = gt(0) < e, therefore

_n_
+1
@ This shows that if C = (Cy,..., G) is an s-tuple of symmetric convex bodies of

volume 1 and K is a symmetric convex body in R” then, for any s > 1 and any
t=(t,...,t;) ER°

< evoln(K)l/"/ x|k dui(x) = e vola(K)Y™ |It]c.k-
]Rn

I¥llew > g gy voln(K) "tz

_n
n+1)
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Isotropic convex bodies

@ A convex body C in R" is called isotropic if it has volume 1, it is centered, i.e. its
barycenter is at the origin, and its inertia matrix is a multiple of the identity matrix:
there exists a constant L¢c > 0 such that

162 2oy = / (x,€)%dx = 12

for all £ € "1
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Isotropic convex bodies

@ A convex body C in R" is called isotropic if it has volume 1, it is centered, i.e. its
barycenter is at the origin, and its inertia matrix is a multiple of the identity matrix:
there exists a constant L¢c > 0 such that

162 2oy = / (x,€)%dx = 12

for all £ € "1

@ We shall use the fact that if C is isotropic then R(C) < cnL¢ for some absolute
constant ¢ > 0.
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Isotropic convex bodies

@ A convex body C in R" is called isotropic if it has volume 1, it is centered, i.e. its
barycenter is at the origin, and its inertia matrix is a multiple of the identity matrix:
there exists a constant L¢c > 0 such that

162 2oy = / (x,€)%dx = 12

for all £ € "1

@ We shall use the fact that if C is isotropic then R(C) < cnL¢ for some absolute
constant ¢ > 0.

@ The hyperplane conjecture asks if there exists an absolute constant A > 0 such that
L, := max{Lc : C is isotropic in R"} < A

forall n>1.
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Isotropic convex bodies

@ A convex body C in R" is called isotropic if it has volume 1, it is centered, i.e. its
barycenter is at the origin, and its inertia matrix is a multiple of the identity matrix:
there exists a constant L¢c > 0 such that

162 2oy = / (x,€)%dx = 12

for all £ € "1

@ We shall use the fact that if C is isotropic then R(C) < cnL¢ for some absolute
constant ¢ > 0.

@ The hyperplane conjecture asks if there exists an absolute constant A > 0 such that
L, := max{Lc : C is isotropic in R"} < A

forall n>1.

@ Bourgain proved that L, < c{/nlogn; later, Klartag improved this bound to
L, < cy/n.
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Log-concave measures

@ A Borel measure . on R" is called log-concave if (AA+ (1 —A)B) > pu(A)*u(B) =
for any compact subsets A and B of R” and any A € (0,1).
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Log-concave measures

@ A Borel measure . on R" is called log-concave if (AA+ (1 —A)B) > pu(A)*u(B) =
for any compact subsets A and B of R” and any A € (0,1).

@ A function f : R" — [0, c0) is called log-concave if its support {f > 0} is a convex
set and the restriction of log f to it is concave. If a probability measure p is
log-concave and u(H) < 1 for every hyperplane H, then p has a log-concave density

.
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Log-concave measures

@ A Borel measure . on R" is called log-concave if (AA+ (1 —A)B) > pu(A)*u(B) =
for any compact subsets A and B of R” and any A € (0,1).

@ A function f : R" — [0, c0) is called log-concave if its support {f > 0} is a convex
set and the restriction of log f to it is concave. If a probability measure p is
log-concave and u(H) < 1 for every hyperplane H, then p has a log-concave density
fu.

e If C is a convex body in R" then the Brunn-Minkowski inequality implies that 1¢ is
the density of a log-concave measure.

Apostolos Giannopoulos (University of Athens) Norms of weighted sums AGA IV, July 2019 10 / 28



Log-concave measures

@ A Borel measure . on R" is called log-concave if (AA+ (1 —A)B) > pu(A)*u(B) =
for any compact subsets A and B of R” and any A € (0,1).

@ A function f : R" — [0, c0) is called log-concave if its support {f > 0} is a convex
set and the restriction of log f to it is concave. If a probability measure p is
log-concave and u(H) < 1 for every hyperplane H, then p has a log-concave density
fu.

e If C is a convex body in R" then the Brunn-Minkowski inequality implies that 1¢ is
the density of a log-concave measure.

@ If 4 is a log-concave measure on R" with density f,,, we define the isotropic constant
of u by .
[ 3uPxern fu(x) \ L

Ly = <M(X)dx> [det Cov(u)]2n,

where Cov(u) is the covariance matrix of p with entries
Cov(u); = S Xixjfu(x) dx B Jrn Xifu(x) dx [ xjfu(x) dx
Y Jn fu(x) dx Jon fu(x)dx  [Jon fulx) dx
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Log-concave measures

A Borel measure p on R" is called log-concave if u(AA+ (1 —A)B) > pu(A)*u(B) =
for any compact subsets A and B of R” and any A € (0,1).

A function f : R" — [0, c0) is called log-concave if its support {f > 0} is a convex
set and the restriction of log f to it is concave. If a probability measure p is
log-concave and u(H) < 1 for every hyperplane H, then p has a log-concave density
fu.

If C is a convex body in R” then the Brunn-Minkowski inequality implies that 1¢ is

the density of a log-concave measure.
If v is a log-concave measure on R” with density f,,, we define the isotropic constant
of u by

L o= <5“perR" fu(x)
o= | exeR )

1

o ) ) et Cov(]

where Cov(u) is the covariance matrix of p with entries

Cov(u)y = fR" xixjfu(x) dx B fR" xifu(x) dx f]R" Xjfu(x) dx.
Jn fu(x) dx Jon fu(x)dx  [Jon fulx) dx

We say that a log-concave probability measure i on R" is isotropic if it is centered,
i.e. if

/Rn<x7 £)du(x) = /Rn<x”£>f“(x)dx —0

for all ¢ € S™!, and Cov(p) is the identity matrix.
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Log-concave measures

e If C is a centered convex body of volume 1 in R" then we say that a direction
€ € 5" lis a Y,-direction (where 1 < a < 2) for C with constant ¢ > 0 if

1€ My, ) < el E)ia(c)

where

60l e = inf {£>0: [ e ((x €)1/0)") de < 2},

@ Similar definitions may be given in the context of a centered log-concave probability
measure u on R".
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Log-concave measures

e If C is a centered convex body of volume 1 in R" then we say that a direction
€ € 5" lis a Y,-direction (where 1 < a < 2) for C with constant ¢ > 0 if

1€ My, ) < el E)ia(c)

where

60l e = inf {£>0: [ e ((x €)1/0)") de < 2},

@ Similar definitions may be given in the context of a centered log-concave probability
measure u on R".

o From log-concavity it follows that every £ € S" ! is a 1/;-direction for any C or
with an absolute constant p: there exists o > 0 such that

€5 sy () < @l )Ml

for all n > 1, all centered log-concave probability measures 1 on R” and all £ € S™71.
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Upper bounds

@ We assume that C is an isotropic convex body in R". We shall try to give upper
estimates for ||t||cs,k, where K is a symmetric convex body in R”.
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@ We assume that C is an isotropic convex body in R". We shall try to give upper
estimates for ||t||cs,k, where K is a symmetric convex body in R”.

@ Let Xi,...,Xs be independent random vectors, uniformly distributed on C. Given
t=(t1...,t) € R® with ||t]2 = 1, we write 1 for the distribution of the random
vector t1 X1 + - - - + t: Xs. It is then easily verified that the covariance matrix Cov(1t)
of 14 is a multiple of the identity: more precisely,

Cov() = LZC 1.
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@ We assume that C is an isotropic convex body in R". We shall try to give upper
estimates for ||t||cs,k, where K is a symmetric convex body in R”.

@ Let Xi,...,Xs be independent random vectors, uniformly distributed on C. Given
t=(t1...,t) € R® with ||t]2 = 1, we write 1 for the distribution of the random
vector t1 X1 + - - - + t: Xs. It is then easily verified that the covariance matrix Cov(1t)
of 14 is a multiple of the identity: more precisely,

Cov() = LZC 1.

o It follows that if gi is the density of 14 then fi(x) = L¢gi(Lcx) is the density of an
isotropic log-concave probability measure s on R”. Indeed, we have

/ fe(x)xix; dx = L'&/ gi(Lex)xix; dx = LEQ/ g(y)yiy; dy =
n n RI)

forall 1 <i,j<n.
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@ We assume that C is an isotropic convex body in R". We shall try to give upper
estimates for ||t||cs,k, where K is a symmetric convex body in R”.

@ Let Xi,...,Xs be independent random vectors, uniformly distributed on C. Given
t=(t1...,t) € R® with ||t]2 = 1, we write 1 for the distribution of the random
vector t1 X1 + - - - + t: Xs. It is then easily verified that the covariance matrix Cov(1t)
of 14 is a multiple of the identity: more precisely,

Cov() = LZC 1.

o It follows that if gi is the density of 14 then fi(x) = L¢gi(Lcx) is the density of an
isotropic log-concave probability measure s on R”. Indeed, we have

/ fe(x)xix; dx = L'&/ gi(Lex)xix; dx = LEQ/ g(y)yiy; dy =
n ]Rn RI)

forall 1 <i,j<n.
@ From Lemma 1 ) .
Ly = [I£]l5% = Lellgell% < eLc
for all t € R® with [|t]]> = 1.
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We assume that C is an isotropic convex body in R". We shall try to give upper
estimates for ||t||cs,k, where K is a symmetric convex body in R”.

Let Xi,...,Xs be independent random vectors, uniformly distributed on C. Given
t=(t1...,t) € R® with ||t]2 = 1, we write 1 for the distribution of the random
vector t1 X1 + - - - + t: Xs. It is then easily verified that the covariance matrix Cov(1t)
of 14 is a multiple of the identity: more precisely,

Cov() = LZC 1.

It follows that if g is the density of 14 then f(x) = L{gi(Lcx) is the density of an
isotropic log-concave probability measure s on R”. Indeed, we have

/ fe(x)xixj dx = L'&/ gi(Lex)xixjdx = LEQ/ &(y)yiy; dy = djj
n ]Rn Rn

forall 1 <i,j<n.
From Lemma 1 ) .
L = [Ifells%e = Lellgtllse < eLc
for all t € R® with [|t]]> = 1.
We also have

ltllcs i = / Ik din(x) = L& / Ixllkh(x/Le) dx = Le / Iy lIxd(y).
Rn Rn R
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Upper bounds

@ Since ||t||cs,k = ||t]|(rc)s, 7k for any T € SL(n), we may restrict our attention to the
case where C is isotropic.
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@ Since ||t||cs,k = ||t]|(rc)s, 7k for any T € SL(n), we may restrict our attention to the
case where C is isotropic.
@ In this case
[tlles,k = [tllaLe h(p, K),
where p; is an isotropic, compactly supported log-concave probability measure
depending on t and h(u, K) =[5, [Ix|lkdu(x).
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@ Since ||t||cs,k = ||t]|(rc)s, 7k for any T € SL(n), we may restrict our attention to the
case where C is isotropic.

@ In this case
Itllcs.k = [ItllaLe A(pe, K),

where p; is an isotropic, compactly supported log-concave probability measure
depending on t and h(u, K) =[5, [Ix|lkdu(x).
o Note that if u is isotropic and K is a symmetric convex body of volume 1 in R" then

/ il UK () = [/ el dn(V) du)
= M(K) [ xladi(x) % VAM(K),

where

M(K) = [ leldo(e)

and v, o denote the Haar probability measures on O(n) and 5"~ respectively.
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@ Since ||t||cs,k = ||t]|(rc)s, 7k for any T € SL(n), we may restrict our attention to the
case where C is isotropic.

@ In this case
Itllcs.k = [ItllaLe A(pe, K),

where p; is an isotropic, compactly supported log-concave probability measure
depending on t and h(u, K) =[5, [Ix|lkdu(x).
o Note that if u is isotropic and K is a symmetric convex body of volume 1 in R" then

/ il UK () = [/ el dn(V) du)
= M(K) [ xladi(x) % VAM(K),

where

M(K) = [ leldo(e)

and v, o denote the Haar probability measures on O(n) and 5"~ respectively.
e It follows that fo(n) Itlluccys.k = (Le v/nM(K)) It]]2.
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@ Since ||t||cs,k = ||t]|(rc)s, 7k for any T € SL(n), we may restrict our attention to the
case where C is isotropic.
@ In this case
Itllcs.x = lltllaLe hlpe, K),

where p; is an isotropic, compactly supported log-concave probability measure
depending on t and h(u, K) =[5, [Ix|lkdu(x).
o Note that if u is isotropic and K is a symmetric convex body of volume 1 in R" then

/ il UK () = [/ el dn(V) du)
= M(K) [ xladi(x) % VAM(K),

where

M(K) = [ leldo(e)
and v, o denote the Haar probability measures on O(n) and 5"~ respectively.

o It follows that fo(n) Itlluccys,k = (Lc v/nM(K)) [It]]2.

@ Therefore, our goal is to obtain a constant of the order of L¢ /nM(K) in our upper
estimate for ||t||cs k-
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Bounds for M(Kiso)

@ In particular, in the case C = K we may assume that K is isotropic, and an optimal
upper bound would be O(Lx /nM(Kiso)).
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Bounds for M(Kiso)

@ In particular, in the case C = K we may assume that K is isotropic, and an optimal
upper bound would be O(Lx /nM(Kiso)).

@ The question to estimate the parameter M(K) for an isotropic symmetric convex
body K in R" remains open.
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Bounds for M(Kiso)

@ In particular, in the case C = K we may assume that K is isotropic, and an optimal
upper bound would be O(Lx /nM(Kiso)).

@ The question to estimate the parameter M(K) for an isotropic symmetric convex
body K in R" remains open.

@ One may hope that Lx v/nM(Kiso) < c(log n)b for some absolute constant b > 0.
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Bounds for M(Kiso)

@ In particular, in the case C = K we may assume that K is isotropic, and an optimal
upper bound would be O(Lx /nM(Kiso)).

@ The question to estimate the parameter M(K) for an isotropic symmetric convex
body K in R" remains open.

@ One may hope that Lx v/nM(Kiso) < c(log n)b for some absolute constant b > 0.

@ However, the currently best known estimate is

c(log n)*/®

M Kiso S = -
(Kio) S i

proved in [G. - E. Milman].
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Bounds for M(Kiso)

@ In particular, in the case C = K we may assume that K is isotropic, and an optimal
upper bound would be O(Lk /nM(Kiso)).

@ The question to estimate the parameter M(K) for an isotropic symmetric convex
body K in R" remains open.

@ One may hope that Lx v/nM(Kiso) < c(log n)b for some absolute constant b > 0.

@ However, the currently best known estimate is
c(log n)¥/®
M(Kiso) g W

proved in [G. - E. Milman].

@ There, it is also shown that in the case where K is a ¢»-body with constant p one

has
cy/o(logn)™> n)l/3

M(Keo) < ST
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A simple upper bound

A simple upper bound

Let C be an isotropic convex body in R” and K be a symmetric convex body in R". If
R(K®) is the radius of K° then, for any s > 1 and t = (t1,...,t) € R®,

l[tllcs.x < V/nLcR(K®) |It]]2.
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A simple upper bound

A simple upper bound

Let C be an isotropic convex body in R” and K be a symmetric convex body in R". If
R(K®) is the radius of K° then, for any s > 1 and t = (t1,...,t) € R®,

l[tllcs.x < V/nLcR(K®) |It]]2.

For the proof we use the identity ||t||cs,k = ||t]l2Lc h(ue, K) and the simple inequality
llyllk < bllyl||2, where b = b(K) = R(K®). Note that

h(ue K) < b / Iy l2diu(y) < bv/m.
]Rn
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A simple upper bound

A simple upper bound

Let C be an isotropic convex body in R” and K be a symmetric convex body in R". If
R(K®) is the radius of K° then, for any s > 1 and t = (t1,...,t) € R®,

l[tllcs.x < V/nLcR(K®) |It]]2.

For the proof we use the identity ||t||cs,k = ||t]l2Lc h(ue, K) and the simple inequality
llyllk < bllyl||2, where b = b(K) = R(K®). Note that

h(ue K) < b / Iy l2diu(y) < bv/m.
]Rn

An application: If K is a symmetric convex body in R” then the modulus of convexity of
K is the function dk : (0,2] — R defined by

dk(e) = |nf{1 - HXerH

Il Iyl < 1, l1x = yllx > < .
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A simple upper bound

A simple upper bound

Let C be an isotropic convex body in R” and K be a symmetric convex body in R". If
R(K®) is the radius of K° then, for any s > 1 and t = (t1,...,t) € R®,

l[tllcs.x < V/nLcR(K®) |It]]2.

For the proof we use the identity ||t||cs,k = ||t]l2Lc h(ue, K) and the simple inequality
llyllk < bllyl||2, where b = b(K) = R(K®). Note that

h(ue K) < b / Iy l2diu(y) < bv/m.
]Rn

An application: If K is a symmetric convex body in R” then the modulus of convexity of
K is the function dk : (0,2] — R defined by

dk(e) = |nf{1 - HXerH

Il Iyl < 1, l1x = yllx > < .

@ Then, K is called 2-convex with constant « if, for every ¢ € (0, 2],
Ok (e) > ae’.
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A simple upper bound

A simple upper bound

Let C be an isotropic convex body in R" and K be a symmetric convex body in R". If
R(K®) is the radius of K° then, for any s > 1 and t = (t1,...,t) € R®,

l[tllcs.x < V/nLcR(K®) |It]]2.

For the proof we use the identity ||t||cs,k = ||t]l2Lc h(ue, K) and the simple inequality
llyllk < bllyl||2, where b = b(K) = R(K®). Note that

h(ue K) < b / Iy l2diu(y) < bv/m.
]Rn

An application: If K is a symmetric convex body in R” then the modulus of convexity of
K is the function dk : (0,2] — R defined by

dk(e) = |nf{1 - HXerH

Il Iyl < 1, l1x = yllx > < .

@ Then, K is called 2-convex with constant « if, for every ¢ € (0, 2],
Ok (e) > ae’.

@ Examples of 2-convex bodies are given by the unit balls of subspaces of L,-spaces,
1 < p < 2; one can check that the definition is satisfied with o ~ p — 1.
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2-convex bodies

2-convex bodies

Let C be an isotropic convex body in R” and K be an isotropic symmetric convex body in
R" which is also 2-convex with constant a. Then for any s > 1 and t = (t1,...,t) € R®,

CLC
—||t
el

lItllcsx <

where ¢ > 0 is an absolute constant.

Apostolos Giannopoulos (University of Athens) Norms of weighted sums

AGA IV, July 2019 16 / 28



2-convex bodies

2-convex bodies

Let C be an isotropic convex body in R” and K be an isotropic symmetric convex body in
R" which is also 2-convex with constant a. Then for any s > 1 and t = (t1,...,t) € R®,

CLC
—=lItll2
Va
where ¢ > 0 is an absolute constant. In particular, for any symmetric convex body K in
R" which is 2-convex with constant «, we have that

lItllcsx <

©
[tl[ke,k < —[It]]2-
«
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2-convex bodies

2-convex bodies

Let C be an isotropic convex body in R” and K be an isotropic symmetric convex body in
R" which is also 2-convex with constant a. Then for any s > 1 and t = (t1,...,t) € R®,

CLC
—=lItll2
Va
where ¢ > 0 is an absolute constant. In particular, for any symmetric convex body K in
R" which is 2-convex with constant «, we have that

lItllcsx <

©
[tl[ke,k < —[It]]2-
«

v

o Klartag and E. Milman have proved that if K is a symmetric convex body of volume
1 in R”, which is also 2-convex with constant «, then Lx < c1/+/a.
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2-convex bodies

2-convex bodies

Let C be an isotropic convex body in R” and K be an isotropic symmetric convex body in
R" which is also 2-convex with constant a. Then for any s > 1 and t = (t1,...,t) € R®,

CLC
—=lItll2
Va
where ¢ > 0 is an absolute constant. In particular, for any symmetric convex body K in
R" which is 2-convex with constant «, we have that

lItllcsx <

©
[tl[ke,k < —[It]]2-
«

v

o Klartag and E. Milman have proved that if K is a symmetric convex body of volume
1 in R”, which is also 2-convex with constant «, then Lx < c1/+/a.
@ Moreover, if K is isotropic then c;v/av/nB3 C K.
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2-convex bodies

2-convex bodies

Let C be an isotropic convex body in R” and K be an isotropic symmetric convex body in
R" which is also 2-convex with constant a. Then for any s > 1 and t = (t1,...,t) € R®,

CLC
—=lItll2
Va
where ¢ > 0 is an absolute constant. In particular, for any symmetric convex body K in
R" which is 2-convex with constant «, we have that

lItllcsx <

©
[tl[ke,k < —[It]]2-
@ v

o Klartag and E. Milman have proved that if K is a symmetric convex body of volume
1 in R”, which is also 2-convex with constant «, then Lx < c1/+/a.
@ Moreover, if K is isotropic then c;v/av/nB3 C K.

Proof: The first claim follows from the fact that R(K°) < ¢, '/(v/av/n).
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2-convex bodies

2-convex bodies

Let C be an isotropic convex body in R” and K be an isotropic symmetric convex body in
R" which is also 2-convex with constant a. Then for any s > 1 and t = (t1,...,t) € R®,

CLC
—=lItll2
Va
where ¢ > 0 is an absolute constant. In particular, for any symmetric convex body K in
R" which is 2-convex with constant «, we have that

lItllcsx <

©
[tl[ke,k < —[It]]2-
@ v

o Klartag and E. Milman have proved that if K is a symmetric convex body of volume
1 in R”, which is also 2-convex with constant «, then Lx < c1/+/a.

@ Moreover, if K is isotropic then c;v/av/nB3 C K.

Proof: The first claim follows from the fact that R(K°) < ¢, '/(v/av/n).
For the second assertion we may assume that K is isotropic. Since Lx < c1/y/a we see

that
s
>t
=1

—1
C LK
< 2

]E S
K K Va

C
ltl2 < St
«Q
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A general upper bound

G.-Chasapis-Skarmogiannis

Let C be an isotropic convex body in R” and K be a symmetric convex body in R". Then,

Itllce.x < ¢ (Le max {/n, /Iog(1 +5) } ) VAM(K)]lell:

for every t = (t1,...,ts) € R®, where ¢ > 0 is an absolute constant.

@ Assume that ||t]. = 1.
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A general upper bound

G.-Chasapis-Skarmogiannis

Let C be an isotropic convex body in R” and K be a symmetric convex body in R". Then,

Itllcs.x < ¢ (Le max {/m, /log(1 +5) } ) VAM(K)][tll

for every t = (t1,...,ts) € R®, where ¢ > 0 is an absolute constant.

@ Assume that ||t||]2 = 1. Our starting point will be again
[tlles.kc = Le h(pe, K),

so we try to give an upper bound for h(ue, K).
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A general upper bound

We shall use a number of facts.
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A general upper bound

We shall use a number of facts.

If 11 is an isotropic log-concave probability measure on R”, then

Hix €R: x> curv/a}y) < e V"

for every r > 1, where ¢ > 0 is an absolute constant.
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A general upper bound

We shall use a number of facts.

Paouris

If 11 is an isotropic log-concave probability measure on R”, then

Hix €R: x> curv/a}y) < e V"

for every r > 1, where ¢ > 0 is an absolute constant.

Support

| A\

Since R(C) < onl¢ and supp(zt) C sC, we have that

S n
supp(ut) C [ (c2ns) By
for any t = (t1,...,ts) € R® with ||t = 1.

\
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A general upper bound

@ We fix r > 1 and set G(r) = supp(pe) N ciry/nB3. We may write

waw&bﬂuwmwww/ Il dpn(x)

supp(pe)\ Ge(r)

</ wwmmm+mm/’ Ixll2due(x)
Gi(r) supp(ut)\ Ge(r)

< [l dato) + b(K) (cans) e
Ge(r
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A general upper bound

@ We fix r > 1 and set G(r) = supp(pe) N ciry/nB3. We may write

waw&bﬂuwmwww/ Il dpn(x)

supp(pe)\ Ge(r)

</ wwwmm+mm/’ Ixll2due(x)
Gi(r) supp(ut)\ Ge(r)
< [l dato) + b(K) (cans) e

Ge(r

@ For the first term, we consider the log-concave probability measure p,, with density
1

— = 1gnk
m(G(r) "

and the stochastic process (wy)yeko on (R", u.r), where wy(x) = (x,y).
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A general upper bound

@ We fix r > 1 and set G(r) = supp(pe) N ciry/nB3. We may write

waw&bﬂuwmwww/ Il dpn(x)

supp(pe)\ Ge(r)

< / Il dp(x) + B(K) / Ixll2due(x)
Gi(r) supp(ut)\ Ge(r)

< [l dato) + b(K) (cans) e
Ge(r

@ For the first term, we consider the log-concave probability measure p,, with density

1
— 10 f
u(G(r)) "0

and the stochastic process (wy)yeko on (R", u.r), where wy(x) = (x,y).

@ We consider a standard Gaussian random vector G in R", and for y € K° set
h,(G) = (G, y). Note that

E ((max hy(G)) = E[[Gllx ~ vaM(K).
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A general upper bound

To bound E(maxyeko wy), we will use Talagrand's comparison theorem.

Talagrand

If (Yi)ieT is a Gaussian process and (X:):e7 is a stochastic process such that
[1Xs = Xellw, < |l Ys = Yill2

for some « > 0 and every s,t € T, then

E (maxXt) < caE(max Yt).
teT teT
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A general upper bound

To bound E(maxyeko wy), we will use Talagrand's comparison theorem.

Talagrand

If (Yi)ieT is a Gaussian process and (X:):e7 is a stochastic process such that

[1Xs = Xellw, < |l Ys = Yill2

for some « > 0 and every s,t € T, then

E (maxXt) < caE(max Yt).
teT teT

@ It is easily checked that ||h, — h;||2 = ||y — z||2 for all y,z € K°. To bound the v»
norm of w, — w;, we use the inequality ||h||y, < /||Allw;]|hllcc- Note that

Wy — wellioo () < R(G(r))|ly — 2ll2 < crv/nlly — 2|2
and we also have
wy — Wzl v, ) < csllwy — welli2(,,) < 26s]ly — 2|2

for some absolute constant ¢ > 0 (here we also use the fact that
w(G(r)) =1 —e V" >1/2). It follows that

llwy — WZ‘|L’¢’2(Mt7,) < aVrv/nllhy — hell2.

Apostolos Giannopoulos (University of Athens) Norms of weighted sums AGA IV, July 2019 20 / 28



A general upper bound

@ Then,
[ Tl din) = iGN B, (o) < e/ 9 )
~ \/rv/n/nM(K).
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A general upper bound

@ Then,
[ Tl din) = iGN B, (o) < e/ 9 )
~ \/rv/n/nM(K).
e Finally,

/Rn Il dp(x) < e (\ﬁ% VnM(K) + b(K) ns e"ﬁ),
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A general upper bound

@ Then,
[ ) = iGN B, () < 7 I (e )
~ /rv/nv/nM(K).
o Finally,
/Rn Ixllre dpe(x) < C{ (\ﬁ% \/EM(K) + b(K) ns e"ﬁ),
e Since b(K) < c/nM(K) we have that

b(K) nse™ ™" < csnse™ ™V /aM(K) < /1 /n/aM(K)
if we choose
log(1 + s)

rzmax{l, NG
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A general upper bound

@ Then,
[l din(s) = (GO B, (s ) < o7 9E (ma )
~\/rv/nv/nM(K).
e Finally,
/Rn Ixllx die(x) < @ (\ﬁ% VnM(K) + b(K) ns e"ﬁ),
@ Since b(K) < c6/nM(K) we have that
b(K) ns ™" < onse ™" \/AM(K) < V7 {/ny/aM(K)

if we choose
log(1 +5)

rzmax{l, NG

@ Therefore,
Itllcs,x = Le h(pe, K) < (CﬁLc max {17

as claimed.

Apostolos Giannopoulos (University of Athens) Norms of weighted sums AGA IV, July 2019 21 /28



)p-case

@ Adapting the proof of the previous theorem one can show that if C is assumed a
1a-body with constant g, which means that every direction £ is a »-direction for C
with constant p, then a much better estimate is available.
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@ Adapting the proof of the previous theorem one can show that if C is assumed a
1a-body with constant g, which means that every direction £ is a »-direction for C
with constant p, then a much better estimate is available.

Let C be an isotropic convex body in R”, which is a ¢»-body with constant g, and K be
a symmetric convex body in R”. Then for any s > 1 and every t = (t1,...,t) € R,

[tlcs,x < co®VnM(K) |lt]l2

where ¢ > 0 is an absolute constant.
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Cotype-2 case

o Let K be a symmetric convex body in R"”. Recall that if Xk is the normed space
with unit ball K, we write G, x(Xk) for the best constant C > 0 such that

(el o) > L)

for all x1,...,xk € X. Then, the cotype-2 constant of Xk is defined as
C2(XK) = supy Czyk(XK).

AGA IV, July 2019 23/
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Cotype-2 case

o Let K be a symmetric convex body in R"”. Recall that if Xk is the normed space
with unit ball K, we write G, x(Xk) for the best constant C > 0 such that

k 2N1/2 1 & 1/2
B e )" = 2 (D Ialik)
i=1 i=1

for all x1,...,xk € X. Then, the cotype-2 constant of Xk is defined as
C2(XK) = supy Czyk(XK).

@ Replacing the ¢;'s by independent standard Gaussian random variables gj in the
definition above, one may define the Gaussian cotype-2 constant a(Xk) of Xkx. One
can check that ax(Xk) < G(Xk).
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Cotype-2 case

If v is a finite, compactly supported isotropic measure on R" then, for any symmetric
convex body K in R”,

Il(/A, K) < Clag(XK)\/EM(K) < C1C2(XK)\/EM(K).
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Cotype-2 case

If v is a finite, compactly supported isotropic measure on R" then, for any symmetric
convex body K in R”,

h(p, K) < craa(Xk)vVnM(K) < c G(Xk)vnM(K).

Cotype-2 case

Let C be an isotropic symmetric convex body in R” and K be a symmetric convex body
in R". Then forany s > 1 and t = (t1,...,t) € R®,

ZL‘JXJH < (aLeGa(Xk)VaM(K)) It

where ¢; > 0 is an absolute constant.
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Cotype-2 case

@ For the proof we combine the identity
Ieles = [ Ixllcdntx) = Le A, K)
Rn

with the bound h(u, K) < a G(Xk)v/nM(K) to get
[t]lcs .k < a1le Co(Xk) vnM(K)

for all t € R® with [|t]]> = 1.
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Cotype-2 case

@ For the proof we combine the identity

ltlle.x = / Ixllxdi(x) = Le h(pe, K)
RII

with the bound h(u, K) < a G(Xk)v/nM(K) to get
[t]lcs .k < a1le Co(Xk) vnM(K)

for all t € R® with [|t]]> = 1.
@ In particular, for any symmetric convex body K of volume 1 in R” we have that

B < (CZLKC2(XK)\/EM(K150)) lIt]l2,

where Kis, is an isotropic image of K.
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Unconditional case

Unconditional case

There exists an absolute constant ¢ > 0 with the following property: if K and G, ..., Cs
are isotropic unconditional convex bodies in R" then, for every g > 1,

(/q.../sugtjx,.

for every t = (t1,...,t) € R®. In particular,

¢,k < cy/log n- max{||t]|2, v/log n||t||cc } < clogn||t]]2.

g 1a 1/q 1/q
del...dxs) < en'9/q - max{|It]l2, Vallt]loo} < cnq t]]2,

1t
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Unconditional case

Unconditional case

There exists an absolute constant ¢ > 0 with the following property: if K and G, ..., Cs
are isotropic unconditional convex bodies in R" then, for every g > 1,

(/q.../sugtjx,.

for every t = (t1,...,t) € R®. In particular,

¢,k < cy/log n- max{||t]|2, v/log n||t||cc } < clogn||t]]2.

g 1a 1/q 1/q
del...dxs) < en'9/q - max{|It]l2, Vallt]loo} < cnq t]]2,

1t

@ This is essentially proved in [G.-Hartzoulaki-Tsolomitis].
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Unconditional case

Unconditional case

There exists an absolute constant ¢ > 0 with the following property: if K and G, ..., Cs
are isotropic unconditional convex bodies in R" then, for every g > 1,

(/q.../sugtjx,.

for every t = (t1,...,t) € R®. In particular,

¢,k < cy/log n- max{||t]|2, v/log n||t||cc } < clogn||t]]2.

g 1a 1/q 1/q
del...dxs) < en'9/q - max{|It]l2, Vallt]loo} < cnq t]]2,

1t

@ This is essentially proved in [G.-Hartzoulaki-Tsolomitis].

@ The proof makes use of the comparison theorem of Bobkov and Nazarov.
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é’,’;—balls

@ Let us first assume that 1 < p < 2. Then, £, has cotype-2 constant bounded by an
absolute (independent from p and n) constant.
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é’,’;—balls

@ Let us first assume that 1 < p < 2. Then, £, has cotype-2 constant bounded by an
absolute (independent from p and n) constant.

1 1 1
o It is also known that M(Bg) = n» "2 and vola(Bg)"/" ~ n" .
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@ Let us first assume that 1 < p < 2. Then, £, has cotype-2 constant bounded by an
absolute (independent from p and n) constant.

1 1 1
o It is also known that M(Bg) = n» "2 and vola(Bg)"/" ~ n" .

o It follows that -
M(Bg) = vol,(Bg)/"M(Bg) ~ 1/+/n.
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(n-balls

@ Let us first assume that 1 < p < 2. Then, £, has cotype-2 constant bounded by an
absolute (independent from p and n) constant.

1 1 1
o It is also known that M(Bg) = n» "2 and vola(Bg)"/" ~ n" .

o It follows that -
M(Bg) = vol,(Bg)/"M(Bg) ~ 1/+/n.

e Since Bj is isotropic and its isotropic constant is also bounded by an absolute
constant, the general estimate for the cotype-2 case gives

Itllag 5 < ct Itz

for every s > 1 and t € R®, where ¢; > 0 is an absolute constant.
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é’,’;—balls

_1
@ Next, let us assume that 2 < g < co. It is then known that vol,,(B,’;)l/” ~n 9 and

M(By) ~ min{,/q, \/log n}n%_%.
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_1
@ Next, let us assume that 2 < g < co. It is then known that vol,,(B,’;)l/” ~n 9 and

1

M(By) ~ min{,/q, \/log n}n%_f.

o It follows that

M(Bg) = vol,(B])"/"M(B}) ~ min{\/q, /log n}/v/n.
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(n-balls

_1
@ Next, let us assume that 2 < g < co. It is then known that vol,,(B,’;)l/” ~n 9 and

1

M(By) ~ min{,/q, \/log n}n%_f.
o It follows that
M(Bg) = vol,(B])"/"M(B}) ~ min{\/q, /log n}/v/n.

@ Since B is an isotropic ¢»-convex body with constant g =~ 1 (independent from g
and n), and its isotropic constant is also bounded by an absolute constant, the
general estimate for the 1,-case gives

Il a5 < c2min{/@, Vlog n} [tz

for every s > 1 and t € R®, where ¢; > 0 is an absolute constant.
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